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1. INTRODUCTION
The exponential improvements in AI over the past decade have demonstrated its potential to 
drastically alter current social paradigms. The excitement surrounding ChatGPT has heightened 
awareness of AI and is leading more people to be interested in how this emerging technology may 
benefit society. Such excitement is justified. AI systems have been used to better diagnose medi-
cal conditions, more efficiently develop pharmaceutical drugs, and increase productivity across a 
wide range of domains.1 With the rise of generative systems, such as ChatGPT and Stable Diffu-
sion, humans now have time to focus on high-level tasks, for which AI systems are currently not 
well suited. This all serves to increase human productivity to a previously unforeseen extent and 
could lead to social advances on the scale of the agricultural and industrial revolutions.

These benefits, however, do not come without challenges. As concerns about the possible risks 
of ChatGPT become more apparent with increasing numbers of users, focusing exclusively on 
generative systems would be a mistake. It is necessary to consider the broader applications of AI 
systems. Already, different types of AI systems have proliferated into several aspects of daily life, 
including the automotive industry, the pharmaceutical industry, and social media. These systems 
can, by their nature, lead to harm, death, or other adverse consequences, even when not explic-
itly designed to do so. Thus, it becomes important to consider the issues where AI might become 
deadly: a Killer AI.

The principal issue at hand is to define Killer AI in a way that is descriptive and sufficiently robust. 
On the surface, this seems simple enough. A Killer AI is a system employing artificial intelli-
gence techniques that, either by design or by circumstance, directly lead to physical harm or 
death. A closer reading, however, elicits two important questions: 1) What is meant by circum-
stance, and, more significantly, 2) What is meant by directly?
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A creator of an AI system may not have designed it to harm, but it could still lead to an individual’s 
death. Take, for example, the cases wherein self-driving cars have killed both their passengers and 
nearby pedestrians.2 In these situations, a system designed for constructive purposes has, due to 
a variety of circumstances, led to multiple deaths. Similarly, an individual could deploy this self-
driving technology to deliver an improvised explosive device (IED) with the explicit intention of 
causing harm. This would contradict the original design philosophy of the AI system in question. 
Consequently, the addition of circumstance to a working definition of Killer AI is necessary.

The second of these questions is significantly more complex and presents much of the difficulty in 
defining and categorizing Killer AIs. How can an AI system directly lead to an individual’s death? 
To answer this, a distinction must be drawn between virtual AI systems and physical AI systems. 
Physical systems are those which incorporate AI techniques (for tasks such as navigation, vision, 
etc.) into physical hardware and can thus interact directly with their environment. Virtual systems 
refer both to these internal AI systems as well as AI systems which were not designed to directly 
interact with the physical world. Regarding lethal autonomous weapon systems and other physi-
cal AI systems—even those not designed for explicitly lethal purposes—the answer is obvious. 
However, in content aggregation algorithms, hiring algorithms, engineering algorithms, and other 
virtual AI systems, the distinction between direct and indirect harm is less clear. This is because 
an algorithm cannot itself engage in a physical action. Instead, some other mechanism must exist 
to inflict harm on humans. While this might seem to preclude a virtual AI system from “directly” 
harming or killing, this is not necessarily the case.

Legal liability may provide an answer to this question. In cases of liability, proximate cause must 
be established. Proximate cause is a legal term that refers to a cause of an injury or harm that is 
legally sufficient to determine liability. It can be summed up with the phrase but for, i.e., “but for 
this act, the injury would not have occurred.”3 The nature of this cause will vary depending on the 
circumstances of the case, such as whether the liability being argued is civil or criminal. Apply-
ing this to the issue at hand, an AI system must contribute a sufficiently significant cause to be 
considered directly responsible. 

Already, there have been instances where proprietors of AI systems have faced accusation of being 
responsible for the death and injury of individuals—and may be held legally liable.4 However, this 
elicits questions regarding on whom the liability should fall in the case of civil or criminal nonad-
herence. Does the responsibility of ensuring the safety of deployed AI systems rest with legislators, 
the organization deploying the algorithm, the developers, the users, or some combination thereof?

Most notable is the case of Molly Russell, a young girl who took her own life in 2017.5 The coroner’s 
inquest found that Instagram’s and Pinterest’s content aggregation algorithms flooded her social 
media with a romanticized view of self-harm and suicide.6 While the algorithm itself could not 
physically kill Molly Russell, it played a role in her death; therefore, the social media sites bore 
some responsibility.
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More hypothetical is the case of a repurposed pharmaceutical-seeking algorithm.7 In an experi-
ment, a researcher repurposed and tasked an AI system to identify potentially toxic chemical 
compounds. The algorithm generated 40,000 possible chemical weapons in the span of six hours. 
Obviously, the algorithm cannot synthesize and deploy chemicals itself, but it supplied the deadly 
information. In the wrong hands, any one of these 40,000 might be used in a chemical attack. 
Would the creators be “directly” responsible for the resultant deaths?

These cases provide a compelling argument that virtual AI systems could be directly responsible 
for human harm and death; however, the cases are insufficient to define how responsibility for 
such can be determined. To resolve this question, we propose a rigorous framework to determine 
the precise point at which a virtual AI system is directly responsible for human harm and death. 
Such a definition must be sufficiently descriptive and robust for both the academic and general 
population to adopt it.

We advocate for this standard: a virtual AI system bears direct responsibility if the number of 
subsequent reactions to its output required to inflict harm is below a threshold proportional 
to the potential severity of said harm. This approach takes inspiration from proximate cause in 
cases of legal liability. A subsequent reaction is a human action taken after receiving the output of 
the AI system. An AI system that requires only one subsequent reaction in order to inflict harm 
bears direct responsibility for the harm. As the severity of harm increases, more subsequent reac-
tions are required to clear the AI system of culpability. In the case of the repurposed pharmaceu-
tical algorithm, for example, the threshold would be significantly higher as the potential lethality 
of a chemical attack elevates. This means that the AI system would be liable for any harm caused 
by the list of chemical weapons unless it were determined that the user took enough subsequent 
reactions to clear the AI system of culpability. 

This briefing will primarily focus on both defining these subsequent reactions and providing a 
framework that establishes a threshold for Killer AIs.

2. ALGORITHMIC UNCERTAINTY
Before defining reactions and determining appropriate reaction thresholds, an important caveat to 
this definition must be discussed. The Molly Russell case demonstrates that AI systems can lead to 
human harm or death, even when there is not a clear physical component of the system’s output, 
as there is in the chemical weapon example. This is because of how the underlying mechanisms 
through which AI systems reach their decisions work.

When a person tasks an AI system with reaching a decision, the system assesses available data and 
determines the “correct” output by comparing current data to its training data. In some situations, 
the training data and the available data will not line up exactly. This affects output. Even when 
situational data are exactly equal to training data, other confounding factors exist. These factors 
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might not have been taken into consideration during training, or the system might be incapable 
of detecting them. Consequently, an AI system’s output is never made with 100 percent certainty 
(although it may come close). Output is an expression of what the AI determines to be the most 
statistically likely solution given a novel situation.

To explain this point more simply, consider a simple AI system tasked with distinguishing and 
displaying images of cats and dogs. The system will have two possible output categories—one for 
cats and one for dogs. It will consider a number of features from its input image when determin-
ing which animal to display. The AI programmer plays a crucial role. How and with what data a 
programmer trains the model will determine which features the system will consider and how 
those features will factor into the analysis. This setup will impact the system’s final determination. 

For example, the system might learn to distinguish the animals by focusing on the eyes. (It is 
important to note, however, that the features selected by AI systems will not necessarily be easily 
recognizable to humans. The example of eyes and pupil shape used here is for illustrative purposes 
and should not be taken as indicative of the types of features actual systems will select.) Verti-
cally oriented pupils correlate with cats; round pupils correlate with dogs. However, images of 
cats taken in darker conditions may display rounder pupils. This demonstrates how variations in 
a single feature might introduce uncertainty. Combine that variance with hundreds or thousands 
of features, and it becomes clear how systems—even simple ones—might generate uncertainty and 
provide incorrect or inappropriate outputs.

While algorithmic uncertainty is apparent in virtual systems, it also exists in physical ones. This is 
because the physical system relies on underlying virtual AI systems, allowing these virtual systems 
to interact directly with the physical world without being prompted by a human.

Algorithmic uncertainty has another challenge called the alignment problem. Because of the way 
programmers assign goals, AI systems may determine that the best solution is one that a human 
would never conclude. This conundrum might come when an AI system seeks to address concerns 
over climate change. The hypothetical AI system determines that the best solution, instead of 
limiting carbon emissions, designing smarter cities, increasing the availability of public transport, 
etc., is to eliminate the root cause of climate change: humans. While this example is extreme, it 
illustrates the alignment problem.

A simpler example is using AI in self-driving cars. If the programmer prioritizes arrival times, the 
AI output might be algorithmically incentivized to ignore traffic laws in order to optimize travel 
time. Inadvertently, this prioritization may place people (pedestrians, the car’s own passengers, 
and occupants of other cars) in danger. Consequently, it is important to incent prioritization of 
other aspects important to travel, such as pedestrian safety, passenger safety, and lawfulness. 
Even then, however, the algorithm driving a car must choose which of these aspects to prioritize.
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AI systems affected by algorithmic uncertainty still fall under the overarching definition for Killer 
AI: they are systems employing artificial intelligence techniques that, either by design or by cir-
cumstance, directly lead to physical harm or death; however, the uncertainty, in a sense, may make 
physical Killer AI immune from considerations regarding reactions and reaction thresholds. For 
example, with lethal autonomous weapon systems, harm caused through algorithmic uncertainty 
does not depend on any external agency or subsequent reaction. This remains an important aspect 
of Killer AI—one that deserves consideration when assessing the potential of harm from an AI 
system.

3. DEFINING REACTIONS
The most significant challenge in the proposed approach is the ambiguity surrounding the term 
reaction. In the case of the repurposed pharmaceutical algorithm, there are two clear and necessary 
reactions that must occur before any harm can be inflicted: the synthesis of the chemical weapon 
and its subsequent deployment. However, each of these steps can be broken down infinitely. The 
synthesis of the weapon, for example, has several parts: acquiring component chemicals, acquir-
ing laboratory materials and space, hiring or training chemists, etc. Each of these resultant steps 
can also be broken down further, instigating a process which may continue ad nauseum.

Therefore, a reaction is a comprehensive combination of sub-steps that stand alone from other 
actions. In the case of weapon synthesis, combining subsequent actions into a single step would 
be logical. Synthesizing a chemical weapon cannot, however, be combined with its deployment, 
because its deployment is necessarily dependent upon its synthesis. Consequently, a single reac-
tion must depend on a preceding action and must be necessarily required for a succeeding action. 
In other words, each reaction must have a clear prerequisite (which may include the initial output 
of the AI system) and post-requisite (which may include the resultant human harm or death). 

Within a single reaction, the principle is that no temporal dependency can exist between one 
sub-step and another, as the chemical weapon synthesis example demonstrates. The acquisition 
of chemical components can happen before, after, or concurrently with the acquisition of labora-
tory materials and space, so synthesis must all be one step.

Behind the scenes, someone or something—a human, a mechanical or robotic system, or some 
subsequent AI system—must act as the decision maker. In other words, for a reaction to occur, 
something (human or otherwise) must make the decision to react and then carry out the reaction 
in the physical world. Because of the nature of the virtual AI systems currently under investiga-
tion, this agent must be a human, but a virtual AI system may have recruited the human agent. 
(This was the case with GPT–48). In the chemical weapon example, the synthesis of the weapon 
could occur by a human agent or a mechanized chemical synthesis platform.
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The above reasoning can be distilled into the following definition: a single reaction is a sequen-
tially dependent step that requires an external decision-making agency between the output 
of an AI system and eventual harm. This step cannot be combined with another reaction.

Applying this definition to the Molly Russell case, a single subsequent reaction is obvious: she 
took her own life. The social media content (the output of the AI system) that Russell consumed 
romanticized self-harm and suicide. Because of the content that was pushed on her by social media 
content aggregation algorithms, AI contributed to Miss Russell’s state of psychological distress 
and led to her suicide.

The induction of psychological distress is not its own reaction, because Russell did not actively 
choose to become psychologically distressed. Instead, the content given to her by Killer AI proved 
distressing enough to induce a mental state outside her control. Consequently, this psychological 
state cannot be considered to result from external agency.

4. DETERMINING THE REACTION THRESHOLD
Having arrived at a definition for a reaction, determining the threshold of subsequent reactions 
for an AI system to be considered directly responsible for harm comes next. This threshold is 
necessary, as an increase in the number of subsequent reactions required to inflict harm permits 
an increase in confounding variables. A system that might eventually inflict harm but requires an 
excessive number of subsequent reactions to do so may no longer meet the “directly responsible” 
threshold. Factors outside of the AI’s sphere of influence may play a sufficiently large role, requir-
ing the distribution of responsibility across several actors.

However, it is important to scale this threshold with the potential harm that an AI system could 
cause. As an AI’s potential harm becomes more lethal to more people, it may become necessary 
to consider more reactions. Accounting for the higher accompanying risk and ensuring AI sys-
tems with far-reaching impact remain safe may require flexibility of the “directly responsible” 
threshold.

When AI systems harm a limited number of people, it is necessary to consider only a few subse-
quent reactions. However, when AI systems induce psychological distress, various comorbidities 
may also contribute to decisions to inflict harm. The further removed the eventual harm is from 
the AI’s output, the more profound the impact of the comorbidities will be. Consider this hypo-
thetical case: an emotionally troubled person reads political disinformation and propaganda on 
their social media feed. They become radicalized and then plan and execute an act of terror. It 
is fair to say that content aggregation algorithms played a role in their radicalization; however, 
other preexisting mental health conditions also contributed to their deadly actions. Assigning 
direct responsibility largely depends on the level of human agency present in the planning and 
perpetration of the act. Therefore, this hypothetical case is different from the Molly Russell case, 
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if for no other reason than the preexisting mental state of a potential terrorist is likely more com-
plex than that of a suicidal person. 

To provide a framework for establishing a reaction threshold, one must determine which out-
comes of Killer AIs are least desirable. It may seem obvious, but we argue that death, regardless 
of the number of casualties, is the least desirable outcome when compared to injury or harm. Fur-
thermore, when death is uninvolved, the well-being of many people prevails over the well-being 
of one or just a few. Bluntly put, people can recover from nonfatal injuries. 

Accordingly, we have developed four categories of potential harm in ascending order of severity:

1. Harm to one or few

2. Harm to many

3. Death to one or few

4. Death to many

Thus, AI systems with potential impacts later in the list (categories three and four) compel deeper 
consideration than those earlier in the list (categories one and two).

Naturally, the reaction threshold will vary on a case-by-case basis. Consequently, determining 
which potential harm category an AI system falls into requires an interdisciplinary group’s analy-
sis. This group should represent a wide range of vested interest in the deployment of the AI system 
in question so it is not swayed by a single biased viewpoint. For example, a group with significant 
financial interest in the deployment and adoption of a specific system may overlook (or depreci-
ate) potential severity. We recommend a group to include developers, academics, and sufficiently 
educated legislators to provide a well-rounded and objective determination of system severity.

5. SCOPE
Figure 1 illustrates the far-reaching scope of Killer AI systems as well as prerequisite steps required 
for systems to inflict harm. It should be noted that this figure is an early draft. As such, it should 
be considered non-exhaustive and subject to future changes.

Outlining this scope is relevant, as AI systems vary significantly in their application, capabilities, 
and potential for harm. Furthermore, because civil applications of AI may be capable of inflict-
ing harm, even unwittingly, it becomes necessary to establish a scope of the types of AI systems 
that may cause harm—and identify potentially harmful avenues. This scope, and others like it, 
may guide policymakers, developers, and other stakeholders in determining appropriate reaction 
thresholds for different types and applications of AI systems.
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Figure 1. Working draft of the scope of Killer AI

The blue section of Figure 1 highlights an area of AI development that is rapidly changing and, 
thus, requires further monitoring. Specifically, this area represents the impacts of generative AI 
technologies, such as ChatGPT, Stable Diffusion, Midjourney, etc. The intersection of these types 
of systems—in combination with the prevalence of social media networks—form the foundation 
for a growing number of potential Killer AIs. These include, among others, concerns about the 
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generation and proliferation of disinformation, an increase in the spread of propaganda, and an 
increased potential for targeted attacks, such as blackmail, phishing, or cyberbullying. Because 
generative AI systems are relatively recent developments and their adoption by general society is 
still in its infancy, the opportunity for risk assessment is also in an infantile stage.

This last point raises a pertinent question regarding whether generative systems can themselves 
be Killer AIs. We believe they can. In examining the repurposed pharmaceutical system case, 
research revealed these systems require initial human prompting to begin demonstrating adverse 
behavior. While some systems, such as ChatGPT, have guardrails built in to prevent users from 
providing inappropriate prompts, users can circumvent them through creative prompting. Bypass-
ing these guardrails opens the door to taking the media generated by these systems, combining it 
with output from other systems, and proliferating harmful content over the internet. Currently, 
these systems require a human agent to feed one system’s output into another, but this appears to 
be rapidly changing. With the introduction of GPT-4 and the ability for users to create plug-ins 
for ChatGPT, the days of needing human involvement in the process may be numbered. 

An early example of this is already apparent with AutoGPT.9 When users provide Auto-GPT with 
a goal, the system assigns itself objectives in order to complete the goal. It can then make altera-
tions in light of new information, and then autonomously execute those objectives. This differs 
from the current configuration for ChatGPT and GPT-4, which require manual commands for each 
task.10 Although this particular use of generative AI is still new, it demonstrates that these types 
of systems are technologically feasible and on the horizon. Thus, generative systems require the 
same level of scrutiny as other Killer AIs.

6. POTENTIAL LIMITATIONS OF THE CURRENT DEFINITION
It seems appropriate to address limitations and challenges to this Killer AI argument. Some might 
perceive a logical gap of combining a human’s psychological state and the AI system’s output into 
one reaction. Shouldn’t they be considered as separate reactions? After all, a psychological state 
requires an external actor. The definition we argue for, however, includes the requirement of an 
external agency, not necessarily an external actor. To say it clearly, a psychological state might not 
be the result of a conscious decision; it might be induced against one’s will.

Furthermore, some might argue the proposed ranking of the categories for potential harm. They 
might say that an increase in the number of potential casualties caused by an AI system is more 
significant than the increase in lethality of a system—in other words, that the categories of “harm 
to many” and “death to one or few” should be reversed within the reaction threshold framework. 
After all, a widespread nonfatal injury may bring greater financial, societal, and psychological 
harm to many people than the death of just one person. Nevertheless (and important to the cur-
rent ranking), injuries often heal, but the loss of even one life is irrecoverable.  
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A third challenge could focus on the ambiguity of the reaction thresholds framework. One might 
ask, “Where does ‘few’ stop and ‘many’ begin?” “What category does a system fall into if many 
people are injured but a few die?” While these are pertinent questions, a fundamental differ-
ence exists between a system that can result in death and one that can result in only injury. It is 
important to conceptually separate these systems when assessing culpability. Asking these types 
of questions forces developers to consider the nuance implied in the harm threshold framework. 
In this sense, the framework might benefit from this ambiguity, as it would permit the proposed 
interdisciplinary committee to approach these issues from a variety of different (even contradic-
tory) viewpoints.

7. FURTHER DISCUSSION
An important note when considering the lethality of any AI system is its reliance on artificial 
intelligence techniques carried out in purely virtual systems, regardless of whether the system 
itself results in any physical manifestation. Even in a physical AI system, the underlying decision- 
making is carried out by virtual AI systems. Accordingly, the considerations made for physical 
systems must include all those that would be included for virtual systems, with the addition of 
those that arise from their ability to interact with the physical world without the need for external 
agency. With self-driving cars, for example, does the car possess the capability to autonomously 
carry out the actions the algorithms determine: acceleration, breaking, changing lanes, etc.? 

Moreover, some systems require initial human input to begin displaying tendencies characteristic 
of Killer AIs. Content aggregation algorithms are an example of this. Initially, they provide users 
with a generic collection of content. Over time, by observing which content users interact with 
and spend the most time on, the algorithm adjusts the curation of content to better fit the specific 
user’s profile. However, this content does not necessarily need to consciously appeal to the user. 
Instead, the algorithm might figure out that people interact more with and spend more time on a 
service whose content makes them angry. In this case, people might be shown more inflammatory 
content, which has been found to increase how much time they spend using the service but has 
an adverse impact on their mental state.11 This demonstrates how an initially benign algorithm 
might begin displaying dangerous behavior.

Similarly, in the example of the chemical weapons algorithm, the researchers intentionally modi-
fied a benign drug-seeking algorithm for adverse purposes. While it is likely that the original 
developers did not intend for their system to be used in such a way, it remained technically fea-
sible. This demonstrates the importance of considering the widespread impacts of an emerging 
technology when determining its potential lethality, even when such uses do not align with the 
system’s initial design philosophy. 

These last points raise an important concern given both the newness and potential danger of AI. 
At what point do the actions of the user become the determining factor in whether a system is 
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a Killer AI? To what extent is the underlying model responsible for potential misuses? This is a 
pertinent question in the case of generative systems, the drug-seeking algorithm, and even social 
media content aggregation algorithms. With large language models (LLMs), such as the GPT mod-
els, this is particularly salient; third parties can fine-tune them to suit niche applications. If one 
of these successive models can be used for destructive purposes, should the underlying model be 
held responsible? The subsequent application developer? The end user?

Another concern relates to the use of reinforcement learning techniques that might change an AI’s 
behavior over time and develop emergent lethal tendencies. This further exacerbates the argu-
ment regarding initially benign systems that develop harmful behaviors. Because reinforcement 
learning techniques often operate without significant human oversight, a change from benign 
to harmful could occur without notice. A system could engage in harmful or lethal action before 
developers know to respond. 

This harmful behavior might continue in a dangerous direction by biased training data. The AI 
system’s actions would likely reinforce the biases and further propagate them through society. 
Given the examples of Molly Russell and toxic chemical compounds, the reality of a higher poten-
tial for harm elevates the need for caution when permitting the use of reinforcement learning 
techniques within these systems.

Finally, the importance of algorithmic uncertainty impacting all AI systems compels inspection 
when considering Killer AIs. All AI systems, physical or virtual, depend on decisions made by 
underlying virtual systems. Erroneous outputs or misclassifications made by these systems may 
unintentionally cause harm. Developers, legislators, and users must take greater care to ensure 
that the systems being developed, regulated, and used are ethically beneficial. The shortcomings 
inherent in this emerging technology calls for a high standard.

8. CONCLUSIONS
We have put forward the following definition of a Killer AI: a Killer AI is a system employing 
artificial intelligence techniques that, either by design or by circumstance, directly lead to 
physical harm or death. This is the first known attempt to define this dangerous component of 
the AI technology, which is becoming increasingly prevalent. We invite further academic research 
and discussion, more comprehensive legislation, more appropriate regulation, and more nuanced 
ethical discussions.

From this initial definition, an important distinction has been drawn between physical AI sys-
tems and virtual AI systems in order to specify how the latter can, in fact, be directly responsible 
for harm and death. This determination is based on the concept that a virtual AI system bears 
direct responsibility if the number of subsequent reactions to its output required to inflict 
harm is below a threshold proportional to the potential severity of said harm. On this basis, 
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AI systems that were previously incapable of being considered directly responsible for harm can 
now be assessed more rigorously.

However, to assign direct responsibility to AI systems, a definition for a reaction is also required. 
A single reaction is a sequentially dependent step that requires an external decision-making 
agency between the output of an AI system and eventual harm. This step cannot be combined 
with another reaction. Using these definitions enables a better classification and understanding 
of not only how AI systems may lead to harm but insight into why they might cause harm. It also 
provides clarification regarding the role of confounding factors in inflicting eventual harm.

Finally, we have proposed a framework through which to assess and classify the harm that may 
be caused by potential Killer AIs. This framework posits four categories of increasing harm, orga-
nized around the premise of preserving human life.

In light of these contributions, this briefing aims to bring attention to an area of significant concern 
within the field of AI research. Furthermore, it seeks to stimulate conversation on the respon-
sibility of AI systems and their developers, legislators, academics, and users with regards to the 
potentially lethal dangers of AI. Moreover, we hope that these contributions encourage further 
study on Killer AI. Future research in this field could focus on the potential inevitability of these 
systems, ways these systems could reliably be made safe, and other unforeseen solutions to the 
concerns we have raised.
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