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Artificial intelligence (AI) as a field of study has been around for decades; however, in the past 
year, popular new AI products have generated huge consumer, investor, and policymaker interest. 
The public release of ChatGPT and other generative AI applications has almost instantly created 
a nation of high-tech tinkerers and future entrepreneurs. Early results show great potential: AI 
technologies are already helping journalists and researchers to write content,1 NASA engineers 
to design technology,2 scientists to diagnose rare genetic diseases,3 and insurance companies to 
price their products.4 

Government technology vendors are also using—and improving—AI technologies to be adopted by 
government agencies. These are powerful technologies that, especially when used by the govern-
ment, require transparency, scrutiny, and training to protect citizens’ civil liberties and maintain 
their trust in government. Several state legislatures and governors have created AI-focused task 
forces and advisory bodies to, among other things, inventory state-agency uses of AI technolo-
gies and provide recommendations. These are good steps, though state officials should also give 
advisory bodies actionable and clear areas of focus. The following are some notable areas and 
recommendations that state AI advisory bodies should consider:

• Anticipate video surveillance everywhere and require warrants

• Prevent mandated installation of video cameras on private property

• Ensure fairness in AI-assisted debanking and financial audits

• Develop policies for the use and sale of commercially available information
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ANTICIPATE VIDEO SURVEILLANCE EVERYWHERE AND REQUIRE WARRANTS
Police departments are using AI systems to analyze hundreds of millions of car trips, via archival 
license-plate records, to pinpoint and identify likely drug traffickers.5 Police have also been acquir-
ing video feeds from autonomous-vehicle operators and homeowners to assist with crimefight-
ing:6 Commercial autonomous vehicles that have multiple sensors and cameras to help drivers 
are operating in a growing number of cities. Private “doorbell cams” are also common and record 
video of public roadways. State advisory bodies should consider these various uses and establish 
training and restrictions on technologies such as car-trip analysis. States should also generally 
require a warrant or court order before government agencies acquire privately held video footage.

PREVENT MANDATED INSTALLATION OF VIDEO CAMERAS ON PRIVATE PROPERTY
In recent years some cities, including Atlanta and Houston,7 have required the installation of 
cameras on private property and in private establishments, including convenience stores and 
bars. They have also required law-enforcement access to recorded video. Mandated installation 
of de facto government surveillance systems on and in private property raises many concerns 
and will tend to decrease public trust. Further, these installation mandates likely violate the US 
Constitution’s proscription against government taking of private property. In a different context, 
the Supreme Court held that government-mandated installation of cable TV wires and boxes on 
private property was an unconstitutional taking in Loretto v. Teleprompter Manhattan CATV Corp.8  

While there’s nothing objectionable with businesses assisting law enforcement, installation of   
and access to government-mandated surveillance cameras should be denied.

ENSURE FAIRNESS IN AI-ASSISTED DEBANKING AND FINANCIAL AUDITS
AI technologies are increasingly used to assess financial risk and ensure tax compliance. In order 
to avert regulatory scrutiny, some banks are reportedly using AI and social network analysis to 
determine whether to “debank” someone.9 It was also reported recently that the IRS is using AI 
systems to help identify taxpayers for audits.10 The use of AI systems in banking and in federal– 
and state–tax compliance could mean better banking services and fairer, more effective tax col-
lection. But it could also mean selective enforcement and escalating political lawfare—the use of 
the legal systems to delegitimize an adversary. State advisory bodies should consider the use of AI 
systems in banking and tax audits and recommend policies to promote fairness and guard against 
potential abuse of these new tools.
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DEVELOP POLICIES FOR THE USE AND SALE OF COMMERCIALLY AVAILABLE 
INFORMATION
Federal and state agencies are increasingly acquiring and using sensitive commercial and public 
information for law enforcement and general societal surveillance. A recently declassified report 
to the Director of National Intelligence, for instance, noted increasing government acquisition and 
use—absent a warrant—of “commercially available information” of citizens.11 This information 
includes social security numbers, employment history, geolocation, and social media posts. The 
report notes that commercially available information “is increasingly powerful for intelligence 
and increasingly sensitive for individual privacy and civil liberties, and the [intelligence commu-
nity] therefore needs to develop more refined policies to govern its acquisition and treatment.” 
The report adds, “Even subject to appropriate controls, [commercially available information] can 
increase the power of the government’s ability to peer into private lives to levels that may exceed 
our constitutional traditions or other social expectations.”

The acquisition and use of public (e.g., social media) and commercially available content by state 
governments and law enforcement should at the very least have approval from electorally account-
able officials such as state attorneys general. Also, advisory committees should evaluate current 
and likely uses of such information and recommend best practices to ensure that uses of novel AI 
technology do not erode the public’s expectations of privacy.
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