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B
ehavioral economics (BE) examines 
the implications for decision-making 
when actors suffer from cognitive flaws 
documented in the psychological litera-
ture. Broadly, BE replaces the assump-

tion of rationality—that errors tend to cancel out over 
time and across populations, so on average firms and 
consumers act as if they were rational—with one of 
“bounded rationality.” When actors are boundedly 
rational, their cognitive flaws lead to systematic 
errors and self-control problems. It should come as 
no surprise that BE has become an increasingly com-
mon justification for regulatory intervention.1 

There may be serious reasons to be skeptical about the 
import of BE to public policy.2 But even if one accepts 
that people systematically err, one must also recog-
nize that any government policy is itself conceived 
and implemented by people who likely suffer from the 
same biases. Public choice opened up the black box of 
government decision-making, allowing us to examine 
the policy choices of rational, self-interested decision-
makers. What happens when this rationality assump-
tion is replaced with one of bounded rationality?3 The 
short answer is that one cannot have any confidence 
that the policies set by biased regulators are likely to 
improve welfare. 

HOW WILL BIASES AFFECT REGULATORY  
DECISIONS?

Regulators are likely to use heuristics—mental short-
cuts—to form what they consider the optimal long-
run policy choice. Behavioral economics demonstrates 
that these shortcuts, although timesaving, may lead to 
systematically flawed decision-making. Experimental 
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research has documented the existence of several of 
these flawed heuristics.4 

The availability heuristic, for example, causes peo-
ple to overemphasize recent and particularly salient 
events when estimating the likelihood and cost of those 
events in occurring in the future.5 The hindsight bias 
leads people to overestimate the ex ante probability of 
an event occurring given that it has actually occurred.6 
Finally, optimism bias causes individuals to underesti-
mate their own probability of experiencing a bad out-
come. In addition, regulators may suffer from myopia, 
which can arise due to cognitive inabilities to process 
life-cycle costs or from self-control problems.7

Regulators who suffer from these cognitive flaws are 
likely to commit systematic errors when forming poli-
cies. Myopic regulators, for example, will focus exces-
sively on short-run considerations, such as measurable 
increases in activity that are clearly associated with 
their tenure, rather than optimal long-run consider-
ations that may suggest pursuing policies that pay off 
only after the regulator’s tenure. The availability bias, 
moreover, would cause regulators to overestimate 
the future risk of certain bad outcomes that may have 
recently occurred, and thus take too much precaution 
to avoid them.8 In the context of the quasi-negligence 
determinations involved in certain consumer protec-
tion violations, for example, hindsight bias is likely to 
cause an agency to look more skeptically on practices 
that led to harm ex post.9 Finally, optimism bias may 
cause regulators to hold an unduly optimistic view of 
the likely success of a policy choice.

Apart from flawed heuristics and myopia, there is a class 
of cognitive errors that tends to wed people irrationally 
to the status quo.10 The endowment effect, for example, 
leads experimental subjects to require more compensa-
tion to part with an endowment than they are willing to 
pay to gain it.11 This observed gap between willingness 
to accept and willingness to pay suggests that people are 
more averse to losing what they already possess than 
rational choice theory predicts.

Applied to regulatory decision-making, this class of cog-
nitive shortcomings will tend to make policies “sticky” 
around initial points. The direction in which the status 
quo bias will steer policy is indeterminate theoretically 
and will depend on the initial policy endowment. From 
this stickiness emerges a path dependency in policy 
choice where policies adopted in the past have a linger-
ing effect on future policy adoption.  

Experimental research also suggests that individu-
als tend to become irrationally wedded to their early 
impressions about an initially ambiguous situation.12 
Confirmation bias comes about either because subjects 
ignore all new evidence once they have made up their 
minds or because they erroneously interpret evidence 
contradicting their beliefs as supporting their beliefs. 
In regulatory settings, confirmation bias leads to over-
confidence in one’s estimates of optimal policy. At the 
operational level, regulators may misread or ignore 
facts that conflict with the theory of a case or rulemak-
ing initiative. At the policy level, an agency head may 
misread evidence to confirm priors regarding larger 
policy choices, such as adopting an interventionist or 
laissez-faire attitude toward certain business practices. 
Confirmation bias has an asymmetric effect on policy 
outcomes; regulators with incorrect priors cause more 
harm than their counterparts, who are initially wedded 
to the correct decision.13

In theory, there is no way to identify the direction of 
confirmation bias. In practice, however, the first infor-
mation a regulator is likely to see is some form of evi-
dence supporting action (e.g., initiating an investigation 
or issuing a proposed rule); agency decision-makers are 
likely to learn of a policy issue only when staff or a politi-
cal overseer requests intervention. If these requests for 
action become the anchoring point from which the reg-
ulator interprets subsequent evidence to estimate the 
optimal policy, it will lead to an intervention bias.

IS REGULATORY BIAS PERSISTENT? 

These biases may be overcome with time and experi-
ence. The consensus within BE scholarship appears to 
be that firms are unlikely to make systematically biased 
decisions in the long run.14 Recent evidence also sug-
gests that consumers who initially display biases can 
learn to overcome them with marketplace experience.15 
So is it reasonable to assume that because regulators 
often are “experts” and face similar problems repeat-
edly they will be able to make unbiased policy decisions 
in the long run?16 

The short answer is probably not. The distinction 
between regulatory and market feedback is significant: 
marketplace performance directly measures consumer 
benefits from actions, whereas regulatory outputs have 
no necessary relationship to consumer welfare. Even if 
rewards were tied more closely to outcomes, time lags 
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and measurement problems make it difficult to link 
clear regulatory failures to specific regulators, especially 
given their relatively short tenures. 

Further, the costs of being wrong for the regulator are 
low compared to those of consumers and firms. Gen-
erally speaking, a company that makes systematic mis-
takes is more likely to fail than a regulatory body that 
continually adopts welfare-reducing policies.17 Biased 
regulators may continue to enjoy rewards as long as they 
increase outputs on margins that political overseers care 
about, such as actions that maximize their probability 
of reelection. Even when competition among regulatory 
bodies occurs, it typically assumes the form of activi-
ties that have no necessary correlation with positive 
welfare outcomes. For example, enforcement agencies 
often compete for scarce appropriations by maximiz-
ing the appearance of action (e.g., enforcement actions 
and rulemaking proceedings), not the impact of these 
actions on welfare. Consequently, the weak connection 
between welfare and regulatory rewards has the poten-
tial to select a cadre of regulators who are biased toward 
short-run, politically expedient policies.18 

POSSIBLE SOLUTIONS

One possible solution is the use of insulation—that is, 
limiting the ability of agents to choose poor alternatives, 
which could in theory constrain biased decision-makers 
from bad decisions. Through choice architecture, regu-
lators can nudge people into making better choices—for 
example, by making healthy food easier to reach than 
junk food in the cafeteria line.19 In the context of regu-
latory control, however, the trouble comes with decid-
ing just which organization is capable of nudging biased 
regulators. There is no reason to believe that legisla-
tures are sufficiently unbiased to play this role. Further, 
because courts stake out positions in their published 
decisions, they may be especially susceptible to confir-
mation bias anchored on their previous rulings. Even 
if one could find an unbiased architect, the informa-
tional demands to establish the optimal future regula-
tory choice set may be insurmountable. Deciding which 
potential future regulatory path to block is a far more 
complex task than placing fruit ahead of the fries in the 
cafeteria. Further, any insulation strategy involving ex 
post review by courts almost necessarily would engage 
judges in ranking regulatory choices based on norma-
tive criteria, contradicting established legal doctrines 
which limit court review to agency adherence to proce-

dural mandates, as well as constitutional and legislative 
restraints.20 So although much BE literature advocates 
this type of paternalistic solution in the context of flawed 
consumer decision-making, it is unclear how insulation 
would work to eliminate regulatory bias. 

A second way to limit the impact of regulatory bias is to 
take steps to enable boundedly rational agents to make 
decisions as if they were rational agents. As explained 
above, though, regulatory institutions are unlikely to 
feature competition that corrects for behavioral biases. 
One way to address this issue and generate needed feed-
back is to establish an internal adversarial process. A 
serious internal critique of regulatory proposals (e.g., 
the establishment of a “B-Team”) can help punish irra-
tional policy choices before they take effect. The FTC’s 
complementary method is to have a team of economists 
provide an independent recommendation on policy 
decisions. The welfare-centered approach of econom-
ics provides a perspective distinct from the orientation 
of attorneys who have investigated a case or researched 
a proposed rule. (Note that subordinating economists to 
the lawyers in charge of cases or rulemaking mutes the 
de-biasing effect.) Ex ante review by external parties 
also may help counteract biases in regulatory decision-
making. Peer review by a panel of experts, as is now used 
in scientific policymaking, could also be used in other 
policymaking arenas.21 

Creating an institutional framework that makes 
regulators more accountable for the welfare effects of 
their policies may help provide the feedback needed 
to correct or ameliorate biases. To some extent, these 
methods replicate the negative feedback the marketplace 
provides and would help regulators make more rational 
decisions.22 As a complement to this policy, longer tenures 
for regulators would make it more difficult for them to 
obfuscate their connection with a failed policy.

 

CONCLUSION

Much BE research prescribes regulatory intervention to 
ameliorate the effect of consumer and firm biases. If reg-
ulators—who are human, after all—suffer from the same 
biases, one should be skeptical that such interventions 
are likely to help. Indeed, they may make things worse. 
Regulatory bias, moreover, seems harder to correct than 
that which consumers and firms may suffer from, as the 
market provides stronger corrective feedback than the 
regulatory environment. 
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