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FOREWORD

If we consider the economy of the United States from 
the end of the Civil War to the pres ent, a unique story 
of sustained, exponential growth emerges. Over  those 

nearly 150 years, GDP per person in the United States 
grew by an average of about 2  percent annually, increas-
ing nearly 17-fold.1 In fact, that average growth rate looks 
even more remarkable if we start in 1930 (thus including 
the years of the  Great Depression) and move forward to 
the pres ent. Over  those 85 years, the economy grew by 
3.4  percent per year on average.

Yet  these are not the stories we hear about economic 
growth  today. Instead, recent growth trends have led to the 
resurgence of terms such as secular stagnation and the new 
normal, both of which hint at ac cep tance of slower growth 
 going forward. Indeed, annual growth from 1970 to  today 
has averaged only 2.8  percent, and it has been 10 years 
since growth of 3  percent or more was last observed. Total 
 factor productivity growth has declined even more pre-
cipitously since the halcyon years of the mid-20th  century. 
The start-up rate has followed a decades- long downward 
trend, while larger and older firms tend to persist longer 
than they used to— painting a picture of declining eco-
nomic dynamism.



x

F O R E WO R D

Debates continue over the  causes of what some have 
called the end of US economic growth. In a recent piece 
titled “Doomed to Stagnate?,” Wall Street Journal colum-
nist Bret Stephens describes the case for stagnation as a 
“macro” argument caused by demographics (an aging pop-
ulation means a shrinking workforce), too much saving and 
too  little investment, and inadequate innovation to make up 
the difference with productivity gains.2 In contrast, writes 
Stephens, a “micro” argument might explain the broad and 
negative trends by referring to specific institutions that 
have arisen over recent de cades to impede investment and 
growth, with regulation playing the role of prime suspect.

This book offers a road map for economists who would 
delve deeper into the  causes of slower growth and declin-
ing dynamism. Economists, like their peers in many hard 
sciences, build quantitative models that permit the testing 
of competing theories with empirical data. James Broughel 
explains how regulation could be considered in economic 
growth models, ranging from neoclassical growth models 
such as the Solow model to the more recent endogenous 
growth models of Paul Romer and other researchers. 
Along the way, Broughel offers insights into the numer-
ous models covered, pointing out their key features, their 
strengths, and their shortcomings.

Although Broughel thoroughly documents the signifi-
cant pro gress of economic growth models, he also points 
out that many puzzles remain, including how to treat 
informal institutions such as social and cultural norms. 
Nonetheless, this wide- ranging book offers more than a 
foundation for researchers interested in how regulation 
affects growth. Broughel distills numerous lessons about 
regulation and growth that remain true regardless of the 
unsolved puzzles. Perhaps the most salient is that growth 
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depends heavi ly on innovation, and the cumulative effect 
of regulations built up for de cades can create a substantial 
barrier to innovation.

 Until recently, most economists have not examined 
regulation—and more specifically, regulatory accumulation—
as a determinant of economic growth. Perhaps this lack of 
examination can be explained by a lack of data, or perhaps 
it is  because expertise in regulation and the regulatory 
pro cess is often considered the domain of  legal scholars 
instead of economists. What ever the cause, the effect is 
similar to the proverbial search for car keys  under a street-
light. If regulation is a major cause of slower growth, then a 
search for answers using models that fail to consider regu-
lation’s role  will continue to be fruitless. Broughel’s book, 
along with recent innovations in quantifying regulation to 
produce tractable data for use in growth models, has effec-
tively built a new streetlight.

—Patrick A. McLaughlin
Program for Economic Research on Regulation 

Mercatus Center at George Mason University
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This book pres ents a framework for assessing the 
economic growth implications of public policies, 
with par tic u lar attention given to the effects of 

government regulations on growth. The framework is 
intended to be a theoretical contribution to the field of reg-
ulatory economics, surveying the landscape of economic 
growth models and highlighting lessons from the models 
for regulatory policy. With a stronger theoretical founda-
tion in place, regulators may be able to gain new insights 
into how regulations affect national income and, by exten-
sion, other impor tant indicators of  human well- being.

When economists talk about economic growth, they are 
referring to changes in national income. Typically, such 
changes are evaluated using mea sures of a country’s GDP, 
defined as the market value of final goods and ser vices pro-
duced inside a country’s borders in a single year. GDP is a 
mea sure of the value of a nation’s annual output and also 
of its income. Economic growth is typically mea sured in 
changes in real GDP, where real reflects that adjustments 
are made to account for a changing price level over time.

GDP per capita (meaning GDP divided by the popu-
lation of the country) is a reasonable approximation of 
a nation’s standard of living, just as personal income is a 
reasonable mea sure of an individual’s standard of living. 

1

Introduction
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GDP per capita is correlated with many impor tant indi-
cators of well- being, such as life expectancy, and nega-
tively correlated with characteristics that countries want 
to avoid, such as child mortality and corruption.  There 
are some well- known limitations to using GDP as a mea-
sure of living standards. For example, GDP misses activity 
not traded in markets, such as unpaid  house work and the 
value that  people derive from leisure time. However, as a 
mea sure of a nation’s annual income, GDP is reasonably 
accurate. Income is not an all- encompassing mea sure of 
 human well- being, of course, but income is used to pur-
chase the goods and ser vices that  matter most to  people’s 
health, happiness, and quality of life. Therefore, income 
is an impor tant mea sure of well- being, even if other mea-
sures of well- being are also impor tant.

Regulations— the other focus of this book— are restric-
tions on  human be hav ior. Restrictions may not always be 
 legal in nature. For example, professional baseball teams fol-
low regulations that govern how their game is played.  These 
rules are set by the Major League Baseball organ ization. 
 Here, the focus is on  legal regulations that are promulgated 
by government agencies. Regulations, as written by admin-
istrative agencies, are distinguished from laws written by 
legislatures, which consist of elected representatives of the 
 people. Administrative agencies employ public officials 
who, more often than not, are  career public servants.  These 
officials are delegated law- making authority from legisla-
tures. Furthermore, regulations are unique in that— unlike 
taxes and spending— the vast majority of their effects are not 
captured in government bud gets. In this sense, the effects of 
regulation are largely invisible to the public.

Although the focus of this book is on the effects of regu-
lation on economic growth,  there is  little reason to think 
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that regulations written by regulatory bodies are funda-
mentally diff er ent from laws written by legislatures or 
from other public policies. Therefore, this book should be 
useful to regulators and to students interested in the eco-
nomic effects of regulation, but also to anyone interested in 
the growth implications of public policies in general.
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Perhaps the most power ful lesson from economic 
growth theory is that small changes in output  today 
can lead to enormous changes in living standards 

when  those changes compound over time. This result led 
Nobel laureate Robert Lucas (1988, 5) to comment that 
“the consequences for  human welfare involved in questions 
like  these are simply staggering: Once one starts to think 
about [growth], it is hard to think about anything  else.”

The choices society makes  today, for better or worse, 
can have huge implications for the welfare of  future gen-
erations. If a society cares about the well- being of  future 
generations, by extension, that society must care about 
economic growth. Seemingly minor  mistakes or successes 
in public policy can have  ripple effects that compound over 
time and change the course of history. As a result,  those 
who set economic policy, such as elected officials and regu-
lators, have a duty to be informed about the responsibility 
that comes with their power.

As  will be shown in this book, not all  causes of eco-
nomic growth are known to economists. For example, 
some nontrivial component of growth appears to be an 
unintended consequence of  human social interaction. 
Even  today, many contributors to economic growth are 
debated or remain a mystery. This ambiguousness may 

2

The Fundamentals  
of Economic Growth
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leave some students of economic growth frustrated, and 
it means that to some extent policymakers must act  under 
a  great amount of uncertainty. But such is the current 
situation.

All is not lost, however. Economists do know enough to 
provide some fairly strong general guidelines for policy-
makers. The guidelines can assist regulators who seek to 
boost or— perhaps more impor tant— avoid stifling eco-
nomic growth.  Those who write policy should keep  these 
guidelines in mind as they balance the po liti cal demands 
of the moment with the long- term interests of the nation 
and  future generations.

To understand the power of growth rate changes, 
 table 2.1 pres ents hy po thet i cal growth paths for an econ-
omy. Beginning in year 0— the pres ent— this imaginary 
economy has a level of income per capita of $100.  After 
just five years, a country whose per capita income is grow-
ing by 3  percent per year  will enjoy a standard of living 
10  percent higher than one that begins at the same level 
of income per capita but grows at just 1  percent.  After 
25  years, living standards are more than 60   percent 
higher in the country whose economy grows by 3  percent 
annually. And  after 50 years, living standards are more 
than two and a half times higher than the economy that 
grows by 1  percent.

When the growth rate rises to 7 or 10  percent,  these 
changes become even more astounding. A country whose 
economy grows by 7  percent per year in per capita terms 
 will double incomes in just over a de cade. A comparable 
change takes about 25 years when growing by 3  percent 
annually, and it takes almost 75 years when growing by 
1   percent annually. Extending  these rates far into the 
 future, one can easily see that the implications for  future 
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generations are enormous. Speeding up the annual rate of 
economic growth by a single percentage point or two can 
change  future living standards by  orders of magnitude.

 Table 2.1 pres ents a hy po thet i cal example, of course; but 
now consider what has happened in the real world in recent 
de cades.  Table 2.2 pres ents growth rates for 55 countries 
for the years 1950–2014 (Feenstra, Inklaar, and Timmer 
2015). Levels of GDP per capita at the beginning and end of 
the series are presented at purchasing power parity, as are 
compound annual per capita growth rates over this period. 
In comparing income and growth rates across countries, it 
is critical to make comparisons at purchasing power par-
ity.  Because countries typically evaluate their GDP using 
domestic currency, all GDPs must first be converted to a 
common metric, such as 2011 US dollars. Next,  because one 
dollar may buy more in some countries (e.g., India) than 
 others (e.g., Switzerland), adjustments must be made for 
the diff er ent price levels across countries.

Growth rates

Year 1% 3% 7% 10%

0 $100 $100 $100 $100

1 $101 $103 $107 $110

5 $105 $116 $140 $161

10 $110 $134 $197 $259

25 $128 $209 $543 $1,083

50 $164 $438 $2,946 $11,739

75 $211 $918 $15,988 $127,190

100 $270 $1,922 $86,772 $1,378,061

 table 2.1. compounding at dif er ent Growth rates

Source: Author’s calculations.



Country

Real GDP per 
capita 1950  

(2011 US$ PPP)

Real GDP per 
capita 2014  

(2011 US$ PPP)

Compound  
annual growth  

rate (%)

egypt 604 9,909 4.5

Japan 2,616 35,358 4.2

thailand 1,072 13,967 4.1

el salvador 673 7,843 3.9

Portugal 2,727 28,476 3.7

cyprus 2,784 28,602 3.7

Germany 4,714 45,961 3.6

spain 3,521 33,864 3.6

Ireland 5,126 48,767 3.6

Panama 2,152 19,702 3.5

austria 5,340 47,744 3.5

Brazil 1,673 14,871 3.5

Italy 4,335 35,807 3.4

luxembourg 12,083 95,176 3.3

trinidad and 
tobago 4,111 31,196 3.2

norway 8,890 64,274 3.1

argentina 2,890 20,222 3.1

Finland 5,961 40,401 3.0

turkey 3,054 19,236 2.9

India 842 5,224 2.9

netherlands 7,634 47,240 2.9

France 7,057 39,374 2.7

morocco 1,312 7,163 2.7

Belgium 8,087 43,668 2.7

Peru 2,057 10,993 2.7

ec ua dor 2,052 10,968 2.7

 table 2.2. changes in Income per capita for a sample  
of countries, 1950–2014

(continued)



Country

Real GDP per 
capita 1950  

(2011 US$ PPP)

Real GDP per 
capita 2014  

(2011 US$ PPP)

Compound  
annual growth  

rate (%)

Israel 6,267 33,270 2.6

Iceland 8,354 42,876 2.6

denmark 9,473 44,924 2.5

Philippines 1,424 6,659 2.4

sweden 10,002 44,598 2.4

costa rica 3,223 14,186 2.3

united 
Kingdom 9,263 40,242 2.3

switzerland 13,960 58,469 2.3

colombia 3,179 12,599 2.2

ethiopia 336 1,323 2.2

mauritius 4,665 17,942 2.1

canada 11,248 42,352 2.1

sri lanka 2,765 10,342 2.1

Bolivia 1,661 6,013 2.0

mexico 4,422 15,853 2.0

united states 14,655 52,292 2.0

Pakistan 1,333 4,646 2.0

uruguay 6,259 20,396 1.9

australia 13,310 43,071 1.9

Guatemala 2,374 6,851 1.7

new Zealand 12,402 34,735 1.6

Venezuela 5,862 14,134 1.4

south africa 5,337 12,128 1.3

uganda 854 1,839 1.2

nigeria 2,623 5,501 1.2

honduras 2,207 4,424 1.1

 Kenya 1,590 2,769 0.9

 table 2.2. (continued)

(continued)
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The fastest- growing countries in the group of 55  were 
Egypt and Japan, which grew at annualized rates of 4.5 
and 4.2  percent, respectively. For Japan, this growth is 
quite impressive given that the country has experienced 
fairly slow growth in the past few de cades and is a testa-
ment to how fast Japan grew early in the sample period. 
Rapid growth in Japan led per capita income to increase 
more than 10-fold, from just over $2,600 in 1950 to more 
than $35,000 in 2014 (2011 US$). Such a result is amaz-
ing in its own right, but it becomes even more impressive 
when contrasted with countries that  were not nearly so 
fortunate. For example, in the Demo cratic Republic of the 
Congo, income per capita shrank during this period and 
left residents worse off by this mea sure in 2014 than their 
grandparents had been over 60 years earlier. The statistics 
do not fully account for some technological advancements, 
so  these numbers likely underestimate improvements in 
living standards. Nonetheless, the stakes involved sur-
rounding issues of economic growth are clear.

Some countries in  table 2.2 grew faster in the latter half 
of the 20th  century in part  because they had to rebuild 

Note: PPP = purchasing power parity. 

Source: Author’s calculations based on Feenstra, Inklaar, and Timmer 2015.

Country

Real GDP per 
capita 1950  

(2011 US$ PPP)

Real GDP per 
capita 2014  

(2011 US$ PPP)

Compound  
annual growth  

rate (%)

nicaragua 3,404 4,453 0.4

demo cratic 
republic of 
the congo

1,839 1,217 −0.6

 table 2.2. (continued)
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following World War II. Many Eu ro pean countries fall 
into this category. As  will be seen in the review of the 
Solow model, a country can grow fast simply by destroy-
ing its capital stock. Such growth is not a good strategy for 
improving  people’s well- being, however,  because it means 
initially lowering the level of income per capita. Both the 
level and the rate of growth of incomes are impor tant for 
living standards.

Figure 2.1 shows the distribution of per capita growth 
rates across the countries listed in  table 2.2. For the years 
1950–2014, most countries experienced 1.0–3.9  percent 
growth per year. The United States grew at about 2  percent 
per annum during  these years.

A natu ral question to ask when looking at figure 2.1 
is the following: Given that economic growth in the 
range of 3–4  percent per year is clearly pos si ble, what 
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can policy makers do to help achieve and maintain such a 
rate? A central purpose of this book is to shed light on this 
impor tant question, with a par tic u lar emphasis on the role 
that regulatory policy can play as a promoter or an inhibi-
tor of economic growth.

In the section that follows, this book examines one of the 
most widely used growth models in economics: the Solow 
model. This model should look familiar to most students 
who have taken an undergraduate macroeconomics course; 
it is a work horse of modern macroeconomics. The next 
chapter pres ents a classification scheme to better under-
stand the diff er ent outcomes that are pos si ble following 
shocks to variables in the Solow model. With a classifica-
tion scheme in place, newer growth models are reviewed, 
highlighting how regulation can affect the key variables 
in each model and, by extension, affect the growth path 
of the economy. Some of the remaining unsolved puzzles 
in growth theory, specifically  those related to the roles of 
institutions and population as contributors to growth, 
 will also be discussed. Armed with this framework, regu-
lators should be better able to achieve their goals while 
keeping this nation’s economy on a healthy, sustainable 
growth path.

the solow model

To understand how individual regulations or groups of 
regulations affect economic growth, a model of economic 
growth is first needed. Models are necessary to make sense 
out of the complexity of the real world. Models simplify 
the world, thereby allowing better understanding of the 
forces that shape real ity. The logical model to start our 
analysis with is the most famous of all growth models: 
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the Solow model. The model was developed by American 
economist Robert Solow (1956) and Australian economist 
Trevor Swan (1956) in the mid-20th  century. This book 
uses a technology- augmented variant of the model, similar 
to versions in Charles I. Jones (2001) and David Romer 
(2011). “Technology augmented” means that technology is 
an input in the production pro cess that works by increas-
ing, or augmenting, the productivity of  labor.

Throughout this book, variations are used of the famous 
Cobb– Douglas production function. That production 
follows a Cobb– Douglas form is a common assumption 
in many economic growth models. The function, devel-
oped by mathematicians Charles Cobb and Paul Douglas 
(1928), takes a form such as Y = Kα L1 − α, where Y repre-
sents the total output of the production pro cess, and K 
and L represent capital and  labor, respectively, which are 
the main inputs into the production pro cess. The pa ram-
e ter α is the output elasticity of capital. It explains how 
output changes as the amount of capital used in produc-
tion changes.  Under conditions of perfect competition, α 
also represents the fraction of total output that is paid to 
capital.

Cobb– Douglas production functions are widely used in 
part  because they capture very impor tant real- world phe-
nomena. For example, when 0 < α < 1,  there are diminish-
ing returns to capital and  labor. This characteristic means 
that, as an economy adds more capital or  labor to the pro-
duction pro cess, the additional output generated from 
each additional unit of input diminishes. This assump-
tion is widely believed to be a realistic portrayal of  actual 
production pro cesses. For example, the first tractor put to 
work on a farm prob ably increases daily output by a sub-
stantial amount, but the fourth, fifth, or sixth tractor might 
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not be of much use at all. This example highlights the phe-
nomenon of diminishing marginal returns.

By allowing the exponents on capital and  labor to sum 
to 1, the production function exhibits constant returns to 
all  factors of production even while  there are diminishing 
returns to individual  factors. In other words, if the level 
of capital alone is doubled, output less than doubles (i.e., 
diminishing returns to capital), but if all inputs together 
are doubled (in this case, both capital and  labor), output 
exactly doubles. Another con ve nient property of Cobb– 
Douglas production functions is that the elasticity of substi-
tution between capital and  labor is exactly 1, which means 
that a rise in the relative price of capital or  labor  will result 
in an equivalent decline in relative spending (in percentage 
terms) as firms substitute capital for  labor and vice versa.

All  these assumptions can be relaxed, of course, and 
changes in assumptions about the production pro cess  will 
have impor tant implications for how government regula-
tion changes output in any given model. To begin, how-
ever,  let’s keep things  simple, assuming that production is 
explained by the equation

 Yt = f (K,AL) = Kt
a (AtLt )1 - a , 0 < a < 1, (2.1)

where Y is the economy’s total output, K is the amount 
of physical capital in the economy, A is an index of labor- 
augmenting technology, and L is the number of  people 
employed in the  labor force. The pa ram e ter α is capital’s 
share of output, given the assumption of perfect competi-
tion.  Because both α and 1 − α are less than 1 but together 
sum to 1, this model exhibits diminishing returns to scale 
in the input  factors K, A, and L, and constant returns to 
scale in all  factors of production.
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The levels of A and L at any given time t are explained 
by the equations

 At = A0e g t (2.2)

and

 Lt = L0ent, (2.3)

such that A and L grow at the constant rates g and n, 
respectively, and begin from the levels A0 and L0.

It turns out that economic growth can be defined in 
two ways: intensive form (i.e., changes in output per unit 
of some input, such as  labor) and extensive form (changes 
in total output). Quarterly releases of US GDP by the US 
Bureau of Economic Analy sis relate to extensive growth. 
 These are the numbers that regularly appear in news-
papers. Economists typically work with the Solow model 
in intensive form, however, meaning variables are evaluated 
per unit of production input. Typically, the production 
input is  labor, so variables of interest are divided by the 
number of workers in the economy. For example,

 kt =
Kt

AtLt
   (2.4)

is the equation for capital in intensive form. Changes 
in per capita national income, such as  those presented 
 earlier in this chapter, are also mea sures of intensive 
growth.  Here, however, k is the level of capital per effec-
tive worker, meaning capital per unit of technology- 
augmented  labor. A key reason to care about effective 
workers is that workers’ pay is based on their total pro-
ductivity. In the real world, it is difficult to separate the 
productivity of an individual worker from the productivity 
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of the technology that makes the worker more effective. For 
example, a firm cannot tell how much a worker contrib-
utes to its profit margins versus the electricity the worker 
uses at his or her desk, the car that transports him or her 
to work, or the computer he or she uses to write reports. 
It is assumed that workers capture  benefits of technol-
ogy in their wages. This assumption is reasonable  because 
wage growth has tended to track productivity growth very 
closely over time.

A key ele ment of the Solow model is the capital accumu-
lation equation, which describes how the stock of capital 
per effective worker evolves over time:

 2t = syt − (n + g + δ)kt. (2.5)

 Here, s is the fraction of national income that is saved, and 
δ represents the depreciation rate of capital. It is assumed 
that all savings in society are automatically invested in 
new capital. The variables n, s, g, and δ are exogenous vari-
ables in the model, which means  these variables are deter-
mined outside the model itself and are simply given from 
the outset. Economists use models to predict endogenous 
variables— that is, variables that are explained in the sys-
tem itself. In the Solow model, the most impor tant endog-
enous variable is prob ably output per worker.

The variable 2 is the derivative of capital per effective 
worker with re spect to time. In other words, it explains 
how much the capital stock changes at each point in time 
t. Equation (2.5) indicates that the change in the stock of 
capital per effective worker at time t is equal to what is 
added to the capital stock from investment (i.e., the frac-
tion of income that is saved) minus what is needed to main-
tain break- even investment (i.e., the investment required to 
maintain a constant level of capital per effective worker). 
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To break even, investment at time t must add enough new 
k to account for  labor force growth, technology growth, 
and depreciation.

An economy is at its steady state level of capital accu-
mulation when 2 = 0. At this point, capital per effective 
worker is constant, and it is fairly easy to show that output 
per  actual worker solves to

 
Yt

Lt
= At

s
n + g +δ

⎛
⎝⎜

⎞
⎠⎟

α
1−α

 (2.6)

in the steady state. Although capital per effective worker 
is constant in the steady state, capital per  actual worker is 
not. It grows at rate g in the steady state,  because all vari-
ables on the right- hand side of equation (2.6) are constant 
except for A, which is growing at rate g by assumption.

Equation (2.6) is also an equation for the balanced growth 
path of output per worker. An economy is operating along 
a balanced growth path when all variables in the model 
are growing at constant rates. A balanced growth path 
is achieved in the Solow model when the economy is at its 
steady state, with all per- effective- worker variables grow-
ing at the rate of 0; all per-  actual- worker variables growing 
at rate g, as shown for Y/L in equation (2.6); and the aggre-
gates K and Y growing at rate n + g.

A central finding of the Solow model is as follows: The 
growth rate of output per worker along a balanced growth 
path is determined by the growth rate of technology. This 
finding is not to say that other variables in the model, such 
as the savings rate or the  labor force growth rate, are not 
impor tant. Rather, permanent changes in  these other 
variables influence the level of output per worker along a 
balanced growth path. Remember that levels and growth 
rates are both impor tant.  These other variables also 
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influence growth rates as part of transition dynamics— that 
is, times when an economy is not operating along a bal-
anced growth path. It turns out that economies are usu-
ally in the transition phase, not operating along a balanced 
growth path but instead moving  toward one.

During transition periods, output per worker can grow 
faster than the technological growth rate g  because the 
capital stock is growing. Capital per effective worker will 
accelerate or decelerate more quickly the further the 
economy is from the steady state. To calculate how fast the 
capital stock is growing, each side of the capital accumula-
tion equation (2.5) is divided by k. This gives the instanta-
neous growth rate, 2/k, on the left- hand side of the equa-
tion. Figure 2.2 illustrates the growth rate dynamics of k 
and shows that the further the economy is from the steady 

k
k* 

Rate

k

k

·

n + g +

sk   −1

δ

α

Figure 2.2. acceleration and deceleration of Growth in 
capital per efective worker

Source: Author’s illustration.
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state value of capital per effective worker k*, the faster k 
will accelerate or decelerate.

If all economies are assumed to have the same values 
for n, s, δ, and g, one implication of the Solow model is that 
economies that are further away from the steady state  will 
grow faster than economies that are closer to the steady 
state. Eventually, however, all economies  will converge 
to the same steady state rate of growth. This convergence 
 toward a common steady state is known as absolute con-
vergence. If the values of n, s, δ, and g differ, economies 
 will experience conditional convergence, meaning they  will 
converge with one another conditional on the fact that 
they have diff er ent under lying fundamentals and thus dif-
fer ent steady state values of k. When faster growth occurs 
in one country relative to another  because the first country 
is further from its steady state, such growth is called catch-
up growth.

The level of output per worker during the transition to a 
steady state can also be determined.1 At all times, the level 
of output per worker is described by

 
Yt

Lt
= s

n + g +δ
(1− e−λt )+ k0

1−αe−λt
⎡

⎣
⎢

⎤

⎦
⎥

α
1−α

At ,  (2.7)

where λ = (1 − α)(n + g+ δ), which is the rate of convergence 
to the steady state.

Whereas equation (2.6) describes output per worker 
along the balanced growth path, equation (2.7) describes 
the  actual path of output per worker at all points in time. 
Understanding where the economy is heading means 
understanding how the  actual path of output per worker 
differs from where it would be along a balanced growth 
path. To solve for the time it takes an economy to transition 
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halfway to its balanced growth path, the equation e−λt = 0.5 
need only be solved by plugging in the appropriate values 
for λ and solving for t. Some empirical estimates put the 
value of λ at about 0.02,2 which would imply it takes an 
economy about 35 years to converge halfway to the steady 
state. For obvious reasons, this value is known as an econ-
omy’s convergence half- life.
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A central finding of the Solow model is that per-
manent changes to the growth rate of output per 
worker result only from permanent changes in the 

growth rate of technology, g. As  will be shown  here, this 
statement is not strictly true. Recurring shocks to other 
variables in the model can produce growth rate effects in 
the Solow model. For now, however, it is fair to say that the 
most straightforward manner by which the growth rate of 
output per worker can change permanently in the Solow 
model is through permanent shocks to the growth rate of 
the technology index, A (i.e., changes in g). Alternatively, 
one could say that permanent changes in the growth rate 
of output per worker along a balanced growth path are 
caused only by changes in the growth rate of technology. 
This distinction is subtle but  will become clearer in the 
sections that follow.

The variable g is exogenous in the Solow model, so 
the long-run growth rate of the economy in this model is 
actually determined outside the model itself. Permanent 
shocks to the other exogenous variables in the Solow 
model— the savings rate, the  labor force growth rate, and 
the  depreciation rate of capital— produce level effects. When 
thinking about the effects of regulations on economic 

3

Classification of  
Growth Effects
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growth, one should consider which of  these key vari-
ables are affected (or shocked) by a par tic u lar policy and, 
by extension, what type of corresponding growth effect 
(level, growth rate,  etc.) takes place with re spect to out-
put per worker. This distinction between the initial shock 
and the resulting effect is key to understanding growth 
changes.

This chapter reviews what is meant by level effects and 
growth rate effects, with one additional type of change 
added to the list— transitory growth effects.  These effects 
are changes in output per worker that  later reverse them-
selves. As  will be shown,  there are connections between 
 these three types of changes that make them hard to dis-
tinguish in the real world.

First, consider an economy that is operating along a 
balanced growth path. Such a situation occurs when an 
economy has reached its steady state level of capital per 
effective worker in the Solow model. The balanced growth 
path  will change when a key variable in the model is hit 
by a shock. A shock could be caused by a policy, such as 
a regulation or a tax, or by other forces, such as an inven-
tion, a war, or a natu ral disaster.  Here, shocks are thought 
of primarily as regulations, but note that other kinds of 
shocks exist as well.

Shocks change the balanced growth path of an econ-
omy, setting output per worker on a new course. The 
economy  will experience transition dynamics  until the 
new balanced growth path is reached, at which time out-
put per worker  will grow at a constant rate, determined 
by the growth rate of technology. Sometimes, the new 
balanced growth path  will be the same as the old one 
before the shock hit (as is the case following transitory 
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growth effects). Other times, the balanced growth path 
 will be entirely diff er ent from the one the economy was 
on before the shock hit.

The long run in our model is defined as the time it takes 
for an economy to converge to its new balanced growth path 
 after a shock occurs. The short run is the transition period 
 after an economy leaves its initial balanced growth path 
but before it converges to the new balanced growth path. 
Technically, an economy never reaches its new balanced 
growth path  after a shock to a variable in the model. The 
economy only converges  toward its new balanced growth 
path asymptotically. This convergence should be obvi-
ous when one thinks about the half- life equation. Much as 
nuclear material never completely loses its entire radioac-
tivity, an economy never fully converges to a new balanced 
growth path. Rather, it gets closer and closer to the bal-
anced growth path without ever reaching it. In this sense, 
an economy is always in the short run. This situation does 
not mean the long run is not impor tant, however. The long 
run describes the trajectory the economy is on, and long- run 
forces are what determine where the economy is heading. 
Furthermore, at some point, short- run transitional changes 
become so small that they can be safely disregarded as 
inconsequential.

Growth rate eFFect

Figure 3.1, panel a illustrates an economy that begins 
along a balanced growth path. Initially, all per- effective- 
worker variables are growing at a rate of 0, and all 
 per- actual- worker variables are growing at a constant 
rate g. At time t0, this economy experiences a shock to the 



Source: Author’s illustration, created using DeLong 2006.

Figure 3.1. Growth rate efect
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variable g in the model.1  Here the y- axis mea sures output 
per worker on a log scale, with time plotted on the x- axis. 
Levels of output per worker are plotted in log form, so the 
growth rate of output per worker is simply the slope of the 
gray line.

The gray line in figure 3.1, panel a represents the  actual 
path of output per worker over time. In year 0, this econ-
omy experiences a shock to the variable g. The dotted line 
shows how the level of output per worker would have 
continued absent the shock. This dotted line is the base-
line scenario. Understanding how public policies affect 
economic growth means understanding how policies 
change output per worker relative to a baseline scenario. 
The difference between the gray and dotted lines is the 
change in output per worker resulting from the shock 
to g. The black line shows the balanced growth path at all 
points in time.

Again, it is impor tant to distinguish between the shock 
itself and the resulting effect of the shock. The shock 
affects an exogenous variable in the model, whereas the 
resulting growth effect  will be reflected in changes in out-
put per worker. Sometimes shocks  will be temporary, and 
other times they  will be permanent. The same goes for 
changes in output per worker. Sometimes the effect  will 
be temporary and other times permanent.

In the case of figure 3.1, panel a, a permanent shock 
to the variable g in the Solow model permanently affects 
the path of output per worker. At the time of the shock, 
the balanced growth path and the  actual path of out-
put per worker diverge. To understand why this hap-
pens, take the logarithm of both sides of equation (2.6) 
to obtain
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(3.1)

The variable g exerts influence on the log of the balanced 
growth path of output per worker in two ways. First, 
g changes the level of the technology index, A. Next, g 
changes the level of break- even investment of capital per 
effective worker. A higher g implies a higher level of break- 
even investment, meaning more capital is needed to offset 
new and better technology just to keep capital per effective 
worker constant.

The first effect of g raises output per worker, and the 
second effect depresses output per worker. In the very 
short run, this downward level effect of g actually out-
weighs the growth rate effect that g exerts by raising A. 
Figure 3.1, panel b illustrates this effect more clearly by 
plotting the growth rates associated with the lines in fig-
ure 3.1, panel a.

Although the initial effect of an increase in g is to put 
downward pressure on output per worker, the effect is 
quickly swamped by the upward pressure that g exerts 
on the level of A. The capital stock of an economy can-
not immediately jump to its new balanced growth path 
 because the capital stock is fixed in the short term.  Because 
it takes time to adjust to the shock, once the capital stock 
starts to adjust, the upward growth rate effect of g out-
weighs downward- level pressures.

Permanent changes in the growth rate of technology 
have radical implications over time. Such changes result 
in revolutions— for better or worse—in living standards. 
When the growth rate of output per worker changes 
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 permanently, the laws of compounding take hold and 
the gap between the  actual level of output per worker 
and the level of output per worker  under the baseline 
 scenario widens by a greater and greater amount over 
time.

What kinds of  things might induce such effects? The 
growth rate of GDP per person has actually remained 
remarkably steady over time, at about 2  percent per year 
in the United States since the late 19th  century (C. I. 
Jones 2015). Similar evidence can be presented for other 
advanced economies. The lack of any significant varia-
tion in the long- run intensive growth rate is an impor tant 
empirical finding when considering how public policies, 
such as regulation, affect growth rates. Growth appears to 
be fairly resistant to policy changes, at least over the very 
long run. Over shorter time horizons, growth rates vary 
widely, however. In the past 60 years, US growth rates in 
real GDP per capita have been as high as 11  percent in some 
years and as low as −4  percent in  others, as is demonstrated 
in figure 3.2. Business cycles are a main reason for this vari-
ation, but one has to won der  whether policy might have 
contributed to  these wide swings as well.

For a policy to affect long- run growth rates, it must per-
manently change the productivity growth rate in the Solow 
model. Any single policy is unlikely to do this, although it is 
conceivable that the cumulative effect of many policies might 
impact productivity in this way. New discoveries or inven-
tions might also permanently raise the productivity growth 
rate of workers. However, most inventions  will increase only 
the level of the technology index, A, in the Solow model. 
Only technologies with sweeping, economy- wide effects 
could conceivably raise g permanently, and such technolo-
gies are likely to be incredibly rare, if they exist at all.
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The only technologies that might come close to hav-
ing such effects are general purpose technologies (GPTs), 
which have been defined in many ways.2 In this book, the 
definition in Lipsey, Bekar, and Carlaw (2005, 98) is used: 
“A GPT is a single generic technology, recognizable as 
such over its  whole lifetime, that initially has much scope 
for improvement and eventually comes to be widely used, 
to have many uses, and to have many spillover effects.” 
Jovanovic and Rousseau (2005), who build on the work of 
Bresnahan and Trajtenberg (1995), suggest that GPTs have 
three main features: (a) pervasiveness— the GPT should 
spread to most sectors; (b) improvement— the GPT 
should get better over time and, hence, should keep low-
ering the costs of its users; and (c) innovation spawning— 
the GPT should make it easier to invent and produce new 
products or pro cesses.
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For a single technology to permanently raise the growth 
rate of all technologies, it must have endless uses. For a 
GPT to do so, it must be broad enough that it leads to fur-
ther innovations in other areas. Perhaps the best example 
of a technology such as this is electricity. Society seems to 
never run out of new ways to use electricity, and without 
electricity  there would not be other GPTs, such as comput-
ers or the Internet. Historical examples of GPTs are given 
in  table 3.1.

It is hard to say  whether any regulations have prevented 
the discovery, invention, or widespread adoption of a GPT. 
Even if this has occurred, it’s unclear  whether this has 
reduced the growth rate significantly in developed econo-
mies. Nonetheless, just  because growth has been fairly sta-
ble in the recent past does not mean it  will be stable in the 
 future. During most of the time that the  human race has 
been on Earth, per capita income growth has been closer to 
0  percent. Only since the Industrial Revolution have devel-
oped countries experienced per capita income growth on 
the order of 2  percent per year, suggesting that no one 
should assume that annual increases in living standards 
are automatic. This fact suggests that policymakers should 
be careful about blocking or delaying implementation of 
new technologies— especially if the technologies have the 
potential to be GPTs. Even short delays in the adoption 
rate of technologies that permanently raise productivity 
can have permanent effects. As an illustration, figure 3.3 
shows how a delayed growth rate effect compares against 
a world in which  there is no delay.

The black line plots output per worker when a per-
manent increase in the productivity growth rate occurs 
in year 0. The gray line plots what happens if the change 
occurs 20  years  later. As the graph makes clear, the 



No. GPT Date

1 domestication of plants 9000–8000 Bc

2 domestication of animals 8500–7500 Bc

3 smelting ore 8000–7000 Bc

4 wheel 4000–3000 Bc

5 writing 3400–3200 Bc

6 Bronze 2800 Bc

7 Iron 1200 Bc

8 waterwheel early medieval  period

9 three- masted sailing ship 15th  century

10 Printing 16th  century

11 steam engine late 18th to early 19th  century

12 Factory system late 18th to early 19th  century

13 railway mid-19th  century

14 Iron  steamship mid-19th  century

15 Internal combustion engine late 19th  century

16 electricity late 19th  century

17 motor vehicle 20th  century

18 airplane 20th  century

19
mass- production,  
continuous- process factory 20th  century

20 computer 20th  century

21 lean production 20th  century

22 Internet 20th  century

23 Biotechnology 20th  century

24 nanotechnology 21st  century

 table 3.1. historical examples of General Purpose 
technologies

Note: GPT = general purpose technology.

Source: Lipsey, Bekar, and Carlaw 2005.
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effects of any delay are permanent.  Every year,  every day, 
even  every minute that goes by without the technologi-
cal breakthrough lowers the level of output per worker 
permanently.

 There are also impor tant redistributive consequences 
of growth rate effects. Technological innovations that are 
disruptive are likely to be heavi ly resisted when intro-
duced, especially by interest groups that might be harmed 
or displaced by change. The Luddites, British textile 
workers who feared the new textile equipment that was 
developed during the Industrial Revolution, are a famous 
example of an interest group that was displaced by a ben-
eficial new technology. In retrospect, their concerns seem 
almost comical. But in the emotion of the moment and to 

Figure 3.3. Immediate vs. delayed Growth rate efect
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 those who are affected directly, concern about disruptive 
technological change is legitimate.

Interest groups, as well as the public more broadly, 
often initially respond more powerfully to the negative 
aspects of new technologies than to the positive aspects. 
In part, this may be  because of the psychological phenom-
enon of loss aversion (i.e.,  people tend to respond more 
strongly to losses than to equivalent gains), but re sis tance 
could also be a rational response to incentives created by 
technological change. If new technologies are disruptive 
at first and the benefits come mostly  later on, the harms of 
new technologies fall on the pres ent generation, and the 
greatest beneficiaries are  future generations. No doubt, 
new technologies also benefit  people in the pres ent, but 
the compounding effects of productivity improvements 
 will be most profound years into the  future.

The kinds of sweeping, dramatic growth rate effects 
described  here may be more the domain of theory than 
practice. It is unlikely that any single policy,  unless it 
prevents or encourages a massive technological revolu-
tion, can influence economic growth rates in the manner 
described above. Even most GPTs prob ably do not raise 
economic growth rates permanently, although models do 
exist that explain growth as driven by a single GPT.3 The 
consistency of growth rates over time is further evidence 
of this. Nonetheless, volatility in short- run growth rates 
suggests that regulatory policy may still be impor tant. 
The most likely way is by changing the level of output per 
worker, and by extension the economy’s short- run growth 
rate.
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leVel eFFect

Standard Level Effects

This section discusses two forms of level effects, which 
occur when the level of output per worker along a bal-
anced growth path is permanently shifted higher or lower. 
Unlike growth rate effects that compound over time, a 
level effect changes the level of output per worker by a uni-
form amount in  every period once a new balanced growth 
path is reached. Such effects are caused by permanent 
shocks to the variables n, s, or δ in the Solow model.  Here, 
changes produced by permanent shocks to  these variables 
are referred to as standard level effects to distinguish them 
from temporary shocks to technology, which also induce 
level effects and which  will be discussed in the second half 
of this section.

Level effects do not compound over time like growth 
rate effects. Instead, they produce fixed (positive or nega-
tive) changes in long- run output per worker in defi nitely 
into the  future. Figure 3.4, panel a illustrates a positive 
level effect on output per worker.

Although level effects do not change an economy’s 
growth rate in the long run, they do change growth 
rates during transition periods before an economy reaches 
its new balanced growth path. Initially, an economy’s 
growth rate rises  after a positive level effect; then growth 
slowly returns to its original level; and in the long run, 
the growth rate remains what it was before the shock 
occurred, as shown in figure 3.4, panel b.

In the Solow model, several types of shocks can induce 
standard level effects: a permanent shock to the  labor force 
growth rate n, a permanent shock to the savings rate s, 
or a permanent change in the depreciation rate of capital δ. 



Figure 3.4. standard level efect

Source: Author’s illustrations, created using DeLong 2006.
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Any regulation that influences  these variables perma-
nently  will produce a level effect. From a policy standpoint, 
several  factors might influence the  labor force growth rate 
n. For instance, some regulations might indirectly affect 
the population’s fertility rate. Legalized abortion, for 
example, might have this effect. Public pension programs 
may discourage  couples from having  children (as individu-
als learn they can rely on other  people’s  children to sup-
port them in old age rather than their own). Alternatively, 
other policies, such as a child tax credit, might incentivize 
families to have even more  children.

Stricter immigration restrictions would raise output per 
worker in the Solow model if it slowed  labor force growth. 
Yet other policies, such as unemployment insurance or 
disability insurance, might encourage  people to stay out of 
the  labor force altogether. All  else equal, if the fraction of 
 people working in the population falls, this would raise 
output per worker. But such a decline in working might 
also lower output per capita,  because the total popula-
tion  hasn’t changed. Every one is now supported by fewer 
workers.

 These population- related outcomes from the model 
might be counterintuitive, but the reasoning is  simple. 
The Solow model assumes diminishing returns to pro-
duction  factors, so anything that increases the number of 
workers along a balanced growth path  will reduce out-
put per worker. In this way, population growth is a fairly 
negative development in the Solow model. It might even 
be viewed as a Malthusian result of the model,  after the 
classical economist Thomas Malthus, who also had a fairly 
pessimistic view of how the size of a population affects liv-
ing standards. As  will be shown in chapter 5, however, not 
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all growth models share this pessimistic perspective about 
the relationship between the size of the population and 
 living standards.

For a policy to result in a level effect, the change must 
be strong enough to alter the growth rate, not just the 
level, of the  labor force. (Policies that change only the 
level of the  labor force are relevant to transitory growth 
effects and are discussed  later in this chapter.) A signifi-
cant policy, or set of policies,  will be needed to create 
this change. Such policies, if they exist,  will relate pri-
marily to immigration and fertility, topics largely outside 
the scope of this book. Similarly, the depreciation rate of 
capital, δ,  will be assumed to be determined by  factors 
mostly unrelated to public policy, although the rate of 
innovation may spill over and affect how quickly capital 
depreciates.

It is far more likely that regulations induce level 
effects by influencing s through changes in consump-
tion and investment be hav ior. For example, policies that 
prompt individuals to contribute more to their 401(k) 
accounts might increase the national savings rate if the 
added savings are not offset by less investment elsewhere. 
Alternatively, restrictions on investments of vari ous kinds 
might  discourage  people from saving and thereby reduce 
output per worker. Financial regulations are likely to be 
particularly impor tant given their direct effects on vari ous 
types of investment.

As with growth rate effects, impor tant distributional 
 factors must be considered with level effects.  Because the 
gap between long- run output per worker and output per 
worker  under the baseline scenario is constant over time, 
an immediate level effect that reduces output per worker 
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by $1,000  today  will also reduce output per worker by 
$1,000 next year, the year  after, and so on. If incomes are 
rising over time, the change  will feel far more significant 
 today than it  will in the  future. Even adjusted for infla-
tion, $1,000 may feel relatively inconsequential as a frac-
tion of income to an American 100 years from now. As 
a fraction of this year’s median income, $1,000 is quite 
significant.

 Because of this distributional effect, policies that 
produce positive level effects can be expected to have 
progressive redistributive consequences across time 
in the sense that the policies provide gains that are a 
larger fraction of income to the pres ent poorer genera-
tion than to  future richer generations. Policies that pro-
duce negative level effects have regressive redistributive 
consequences. In  either case, level effects  will seem to 
be of more consequence to  people in the pres ent than 
to  people in the  future, assuming that income levels are 
higher in the  future. This distributional consequence is 
an impor tant contrast between growth rate effects and 
level effects. Growth rate effects produce consequences 
that  will feel most pronounced in the  future. Given their 
attention to short- run  factors, it may well be policymak-
ers and voters alike are more concerned with producing 
positive level effects and avoiding negative level effects 
than they are with policies that produce growth rate 
effects.

Technology- Induced Level Effects

Temporary shocks to g in the Solow model also produce 
level effects. Such an outcome is almost identical to the 
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level effects produced by permanent shocks to n, s, or δ, 
although the transition path that the level of output- per- 
worker follows is not identical in the two cases. Figure 3.5 
illustrates such technology- induced level effects. A tech-
nology shock arrives at time t0, lasts for one year, and then 
abruptly reverses.

One can imagine temporary shocks to g, such as those 
presented in figure 3.5, occurring for many reasons. First, 
a power ful new technology might get started but then 
never fully take off. If some critical mass of use is neces-
sary before  people fully adopt a new technology, such a 
technology might begin to increase productivity, but then 
the change could reverse if the technology falls out of 
 favor. Technologies often have a life cycle that eventually 
runs out, as well. Consider a  simple fax machine, which ini-
tially improved business productivity  because it reduced 
the time required to send documents long distances. Over 
time, however, marginal uses of the facsimile (such as 
spamming by marketers) likely did not add much value. 
Eventually, with the advent of email, fax machines became 
largely obsolete.

Most technologies— maybe even most GPTs— experience 
diminishing returns. With diminishing returns, new dis-
coveries  will not induce permanent technology shocks but 
instead temporary shocks, which result in level effects and 
not growth rate effects. In most cases, it is reasonable to 
think that shocks to g are temporary, not permanent.

In the Solow model, technological improvements 
are basically a catchall term for anything that improves 
productivity. It has been well documented that regulations 
often affect the productivity of firms in a negative manner.4 
This result is fairly straightforward. Regulations create 
added costs for firms.  Those regulations may have benefits, 
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but typically the intended benefits are not to increase firm 
output. Rather, as man ag ers and employees devote time to 
understanding and complying with regulations, the cost per 
unit of output increases. Hence, by definition, the productiv-
ity of the firm is lowered as output per unit of input declines.

Some regulations induce laborers to work harder, 
thereby boosting productivity. For example, minimum 
wage laws can have the side effect of causing workers who 
retain their jobs to work harder. Wages that are above the 
market-clearing wage can boost employee morale, pre-
vent shirking, and lower turnover costs for firms (Yellen 
1984). The existence of structural unemployment caused 
by minimum wage laws might also increase worker pro-
ductivity as workers fear being cast into the ranks of the 
unemployed and work harder as a result. Of course, it is 
unclear  whether such policies  will actually increase output 
per worker  because fewer workers are employed overall, 
a result that highlights how productivity and output per 
worker can move in opposite directions. Such policies 
also create winners and losers, so it is ambiguous  whether 
social welfare is improved.

Another in ter est ing implication of level effects is what 
happens when they are delayed. Consider when a new 
productivity- boosting technology comes around. A delay in 
adopting it  will make no difference to output per worker 
in the long run. This result is shown in figure 3.6, which 
illustrates a level effect that takes place at time t0, com-
pared against the same effect  after a 10- year delay. With 
or without a delay, as long as the technology is eventu-
ally  adopted and the technology experiences diminishing 
returns, output per worker  will look the same in the long 
run  under both scenarios.
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Recall from figure 3.3 that delaying a beneficial growth 
rate change leads to permanent losses in income. If a policy 
 were to cause this effect, it would have devastating con-
sequences. As figure 3.6 demonstrates, however, a coun-
terproductive policy producing a negative level effect can 
be reversed with no long- run effect. This result suggests 
that level effects are often reversible, whereas growth rate 
effects are not. This is true for policies that produce both 
positive and negative outcomes.

 These findings are relevant to the precautionary princi-
ple in public policy. That princi ple has been described as 
“the belief that new innovations should be curtailed or dis-
allowed  until their developers can prove that they  will not 
cause any harms to individuals, groups, specific entities, 

Figure 3.6. Immediate vs. delayed level efect

Source: Author’s illustration, created using DeLong 2006.
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cultural norms, or vari ous existing laws, norms, or tradi-
tions” (Thierer 2016, 1).

Advocates of the precautionary princi ple argue for 
delaying new technologies  until they are proven safe. 
This approach to policy  will influence economic growth 
very differently depending on the type of technology being 
affected. With sweeping revolutionary technologies, 
such as some GPTs, a huge tradeoff may be required if 
the precautionary princi ple is taken seriously. Even if 
a technology has the potential to result in catastrophic 
outcomes (e.g., nuclear power), delaying adoption of a 
new GPT could also have catastrophic outcomes to  living 
standards.

With smaller innovations or with technologies that 
are expected to run into diminishing returns eventu-
ally, the precautionary princi ple has lower opportunity 
costs. Delays in small innovations  will make  little dif-
ference to output in the longer run. But this result does 
not mean  there are no consequences of delay. Rather, for 
less consequential technologies, the relative benefits and 
costs of each new technology must be carefully weighed 
when making judgment calls about how quickly to adopt. 
Upfront risks must be balanced against the benefits of a 
new technology, keeping in mind that it is the pres ent 
generation of citizens that  will realize the benefits most 
profoundly.

If the potential exists for large catastrophic conse-
quences from a small or diminishing- returns new technol-
ogy, delaying the technology may be a sensible idea  until 
more is known. However, if the downside risks are small 
and the technology is likely to bring much utility to the 
current generation, delay does not make as much sense. 
Furthermore, a permanent delay, such as banning a tech-
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nology, results in permanent losses regardless of  whether 
the technology would produce level or growth rate effects.

Therefore, the precautionary princi ple should be taken 
seriously, but along a continuum. The shorter the imple-
mentation delay, the more limited the potential applica-
tions of a new technology (i.e., the less pervasive, the less 
room for improvement in the technology, and the less 
innovation-spawning the technology is likely to be), the 
higher the downside risks, the more the precautionary 
princi ple might be reasonable. By contrast, the longer the 
delay is likely to be, the more wide- ranging and applicable 
the new technology is (i.e., the more it is like a GPT), and 
the lower the downside risks, the more the precautionary 
princi ple is unreasonable.

transItorY Growth eFFect

The final type of change discussed  here is a transitory 
growth effect, which results from a temporary shock to n, 
s, or δ that eventually reverses. Transitory effects do not 
change output per worker in the long run; rather, their 
effects eventually wither and slowly dis appear.

If the  labor force growth rate increases in a single year 
and then returns to its previous rate, this would produce 
the type of effect seen in figure 3.7. A sudden burst in 
immigration might temporarily boost the growth rate of 
the country’s  labor force. If,  after a year, the growth of 
the  labor force returns to its previous rate,5 then in the 
long run, output per worker  will return to the same bal-
anced growth path as before the burst. Something simi-
lar would occur if the growth rate of the capital stock 
 were to fall suddenly once. The transition dynamics are 
such that the growth rate initially turns negative before 
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 balancing off, speeding up, and ultimately returning to 
its initial rate.

As with level effects, delaying transitory growth effects 
 will not  matter in the long run. Output is eventually no 
diff er ent than if the effect never occurred. Nonetheless, 
short- run effects such as  these can be very large in mag-
nitude, and their effects can last for years owing to the 
long convergence half- life found in most economies. Most 
recessions are examples of transitory growth effects, and 
few would argue that recessions have no meaningful con-
sequences. Furthermore, delaying a transitory growth 
effect  will have impor tant distributional consequences. 
A shock that occurs  today  will affect a diff er ent group of 
 people than a shock that occurs 10 years from now. Even if 
in the long run such effects do not  matter much, they can 
 matter a  great deal to the  people who are directly affected.

 Because regulations govern the flows of both global 
capital and migration, regulations can indeed produce 
such effects, and the types of regulations that induce tran-
sitory growth effects mirror many of  those that produce 
standard level effects. The only difference is  whether the 
shock caused by the regulation is temporary or permanent. 
For example, if rules that encourage firms to invest abroad 
are suddenly repealed, a flood of investment might rush 
back into the country in a very short period of time.  There 
would be a temporary investment boom that would  later 
reverse itself, as eventually investment would return to 
its usual level.

 These findings also have relevance to the expenditures 
made by firms when engaging in compliance activities. 
Recurring compliance costs that displace investment by 
firms, such as the ongoing costs of maintaining compliance 
departments,  will lead to downward level shifts in output per 
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worker. Yet one- off drops in investment, such as the one- 
time cost of a government information collection request, 
 will produce transitory effects. Some policies  will produce 
a short-run transitory boom followed by a longer-run bust. 
For example, the 2009 “cash for clunkers” car exchange pro-
gram6 likely caused consumers to shift purchases of vehicles 
forward in time at the expense of  future expenditures.

Of course, astute observers  will note that many compli-
ance expenditures actually show up in GDP  because filling 
out forms and having  lawyers draw up documents are both 
market activities. It is debatable  whether compliance 
activities should be included in GDP. Remember, GDP 
mea sures the market value of final goods and ser vices, 
and compliance expenditures look a lot like spending on 
intermediate goods where the final good consumed by 
the public is what ever outcome the compliance activity is 
intended to bring about. If a plant installs pollution con-
trol equipment, the final good consumed by the public is 
cleaner air, not the pollution control equipment. The final 
good— cleaner air—is like a good that is sold to the public 
at zero price.

Recall that GDP is not a mea sure of overall  human 
well- being; rather, it is a mea sure of income, which is 
related to well- being but is not the same  thing. Although 
clean air provides benefits to the public, it does not 
directly contribute to national income. Thus, a more 
accurate mea sure of national income might exclude com-
pliance expenditures from GDP and treat them more as 
something along the lines of charity. Although this exclu-
sion may at first sound controversial, it should not be. It 
is simply an example of how income and welfare do not 
always move in the same direction.
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It is also impor tant to distinguish between (a) output 
losses resulting from declines in investment and (b) any 
additional losses resulting from productivity declines as a 
firm’s attention is diverted from production activities and 
 toward compliance activities. Compliance activities can 
affect s and g si mul ta neously as businesses (a) reduce 
investment when they are forced to spend resources on 
compliance and (b) suffer productivity losses as effort is 
diverted from production activity. Keeping  these diff er ent 
shocks and outcomes distinct is critical. To assist in this 
endeavor, chapter 4 explores more formally how regula-
tory shocks can influence multiple variables in a growth 
model at the same time.

InterrelatIons oF Growth eFFects

Shocks to individual variables in the Solow model can pro-
duce very diff er ent types of changes, depending on  whether 
a given shock is permanent or temporary. Similarly, the dif-
fer ent kinds of growth effects can be viewed as recurring 
or one- time versions of other effects. For example, a level 
effect can be viewed as a series of permanently recurring 
transitory growth effects. This relationship is illustrated in 
figure 3.8. Level effects occur when temporary shocks occur 
 every period in perpetuity, each one producing a transitory 
growth effect. The black lines in figure 3.8 show the bal-
anced growth paths associated with each new shock; the 
gray line represents the  actual path of output per worker as 
the economy is subjected to a series of permanently recur-
ring transitory growth effects.

 Because of this relationship between transitory growth 
effects and level effects, it might be inferred that growth 
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rate effects can be thought of as a series of permanently 
recurring level effects, which indeed turns out to be the 
case. Recurring, and permanent, shocks to the variables n, 
s, or δ in the Solow model produce growth rate effects when 
the shocks build on one another. Thus, the variables that 
are sometimes claimed to produce “only” level effects in 
the Solow model— n, s, or δ— can actually produce growth 
rate effects as well. To do so, however, shocks to  these vari-
ables must permanently prevent the economy from reach-
ing its balanced growth path, as shown in figure 3.9. For 
example, a series of unrelated temporary shocks to pro-
ductivity could result in a growth rate effect.

Of course, permanently recurring rises or declines in 
population growth, the savings rate, or the depreciation 
rate are difficult to achieve on an ongoing basis. A society 
cannot save more than 100  percent or less than 0  percent 
of its income, so it is impossible to permanently increase 
the savings rate by 1   percent each year in perpetuity. 
 People would have to stop eating at some point. That said, 
small changes in  these three rates are realistic, and the 
effects could last for years or decades— such that what 
actually is a level effect feels permanent and feels like 
a growth rate effect, even if at some point the economy 
eventually reaches its balanced growth path. The les-
son  here is that it is the cumulative effect of a series of 
public policies— many completely unrelated— that  will 
induce growth rate effects most often. And this  will hap-
pen through simultaneous and recurring shocks to invest-
ment and productivity. A single policy in isolation  will 
rarely achieve such an outcome.



Figure 3.9. recurring level efects
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One reason the cumulative effect of all regulations 
together may have the most consequences with 
re spect to growth rates is that new regulations 

interact with existing ones, resulting in effects larger than 
the new regulations would create on their own. Consider 
the  simple case where  there are only two rules on the books— 
one old and one new. Both regulations might have an 
effect on production when acting in isolation, but  there is 
also the potential for an interaction effect between the two 
regulations once both are in place at the same time.

Interaction effects among regulations have been com-
pared to dropping pebbles in a stream (Mandel and Carew 
2013). The first pebble may not slow the flow of  water in 
a noticeable way, but the thousandth pebble might, and 
the millionth pebble might stop the flow altogether. This 
example is true despite the fact that the millionth pebble 
might be of  little consequence if it  were the first pebble 
dropped in the  water. When hundreds of thousands of 
requirements are on the books, adding a single new one 
can produce much larger effects than one would expect 
from looking at that regulation in isolation.

Anticipating the pos si ble interaction effects of so many 
rules is a daunting task. The task becomes ever more difficult 

4

How Regulations Enter  
the Economic System
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when considering how the effects of regulations change 
over time. A regulation issued in period t  will have effects 
in periods t + 1, t + 2, and so forth. Interaction effects of the 
regulation may differ in  every period. Regulations may 
even interact with themselves across time, a phenomenon 
known as serial correlation.

One implication of interaction effects is that added 
complexity itself may induce changes in output per 
worker, although such effects are poorly understood. If 
one is inclined to think that greater complexity is more 
likely to lower rather than increase output per worker, 
this provides a rationale for capping the size of the regula-
tory code at some manageable level. One way to achieve 
this would be to remove an old requirement  every time a 
new one is put in place to ensure the code does not grow 
over time.

Microeconomic analy sis  will prob ably not be able 
to estimate the cumulative effects of regulatory com-
plexity, but macroeconomists may have more success. 
Indeed, macroeconomists have already begun looking at 
the cumulative effect of all regulations on growth, and 
the results are profound. One study finds that the cumu-
lative burden of regulations has slowed the growth rate 
of GDP in the United States by approximately 2  percent 
 every year since 1949 (Dawson and Seater 2013). The 
same study finds that regulations also affect other key 
growth determinants, such as total  factor productivity 
and capital and  labor ser vices. A clear lesson is that regu-
lators should be ever more careful as more and more rules 
continue to be put in place,  because  there are likely to be 
additional unintended consequences as the code grows 
larger.
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the InnoVatIon sPIder weB

Regulations restrict be hav ior and limit the range of oppor-
tunities available to  people. This constraining aspect of 
regulation is why some recent mea sures of regulation 
count restrictions— words such as prohibited and may 
not— that appear in the US regulatory code. As of this writ-
ing, more than 1 million restrictions are found in the US 
Code of Federal Regulations (Al- Ubaydli and McLaughlin 
2015). Limiting choices can be beneficial if some choices 
would result in undesirable harms. However, restricting 
choice prevents beneficial outcomes from transpiring 
as well.

From a growth perspective, the most impor tant benefi-
cial outcomes  will be innovations that enhance worker pro-
ductivity. In the Solow model, such an improvement would 
be anything that raises the level of the technology index, A. 
The models reviewed in chapter 5  will show how produc-
tivity enhancements through innovation can come in many 
forms: formal education and job training, informal learning 
through work experience and specialization, new products 
and capital goods, quality improvements, and knowledge 
transfer and imitation.

Formal education and training includes, for example, 
completing a course in computer programming to learn new 
skills. By contrast, informal learning through experience or 
specialization takes place when, for example, a worker on 
an assembly line learns how to make finicky machinery run 
smoothly. Both innovations might increase daily output at 
a factory, even with no new  labor or capital added to the 
production pro cess. New products increase both the num-
ber of goods and ser vices that consumers may purchase 
and the number of capital goods available to produce more 
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consumer goods. Quality improvements occur when an 
old product, such as a rotary telephone, is replaced with a 
new and better version— the smartphone. Fi nally, knowl-
edge transfer and imitation occur through the sharing 
of information. For example, when a US com pany opens 
a factory in China, plant man ag ers might teach the new 
employees methods of production that  were developed 
in the United States.

 Because innovations come in all shapes and sizes, it may 
seem odd to lump them together in one category.  There is 
also likely to be some overlap in the categories described 
 here. The one characteristic all  these innovations have 
in common, however, is that they increase productivity. 
Furthermore, many such enhancements relate to the dis-
covery and use of knowledge. Sometimes newly discovered 
knowledge is just that: it has never been known to another 
 human being. More often, however, knowledge exists 
in certain times and places and must be rediscovered or 
transferred to new individuals to be put to good use. The 
diffusion of knowledge is what enhances productivity, 
drives economic growth, and raises living standards.

Regulation can play an impor tant role in both advanc-
ing and stifling knowledge diffusion. Knowledge can be 
thought of as existing in a kind of innovation spider web, 
whereby discoveries are mapped according to the path-
ways that allow individuals to uncover new productivity- 
enhancing information. Figure 4.1 provides an illustration 
of the innovation spider web. The black lines represent the 
vari ous paths by which discoveries can be made, and the 
gray circles are the innovations themselves. Restrictions 
limit the number of discovery pathways that are available 
to society. In extreme cases,  these restrictions make it 
impossible for specific innovations to be uncovered.
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Of course, it is not always bad if some innovations are 
sealed off and kept out of reach. Most  people would not 
want to see innovations that lead to low- priced portable 
nuclear weapons. Such an innovation might increase the 
productivity of terrorists, but not all productivity is good. 
Unfortunately, if society restricts discovery pathways, it 
can never be sure if access is being blocked to only harm-
ful innovations or also beneficial discoveries. This predica-
ment is the very nature of undiscovered knowledge.

Restrictions that block discovery paths need not be reg-
ulations,  either. Culture and religion restrict be hav ior as 
well, and such restrictions can also block discovery path-
ways. The printing press, in ven ted in the 1400s, met re sis-
tance from some leaders in the Roman Catholic Church in 
Western Eu rope and Islamic leaders in the  Middle East. 
Countries with greater openness to technological change 
have generally thrived eco nom ically compared with 
 those that resist and reject technological change (Comin, 
Easterly, and Gong 2010).

Innovations

Knowledge paths
to discovery 

Restrictions

General-purpose
technology

Figure 4.1. Innovation spider web

Source: Author’s illustration.
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Even market prices, which are often a useful guide 
for entrepreneurs looking to buy low and sell high, can 
be remarkably deceptive when it comes to innovations. 
Market prices  will not reflect the opportunity cost of 
resources if some uses of  those resources are not yet 
known. For example, before the many uses for oil  were 
discovered, the commodity was likely viewed as useless 
sludge. Prices reflect only information that is known to 
 people, but when  people do not possess certain kinds of 
information, prices can be misleading.

Aside from regulations, other forms of law, such as pat-
ent protections, also can restrict pathways to innovation. 
In some extreme cases, patent protections have led to 
what is known as the tragedy of the anticommons (Heller 
1998). The tragedy of the anticommons occurs when mul-
tiple parties own rights to the same resource, such as when 
multiple government authorities have the taxing power to 
install tolls on a road. This overlapping of rights can lead to 
underuse of resources.

In the case of patents, the tragedy of the anticommons 
plays out as a fragmentation of the market (Boldrin and 
Levine 2008). If diff er ent parties hold the rights to unique 
knowledge pathways along the spider web of innovations, 
the resulting scenario is that no one has the ability to reach 
certain innovations without first gaining the consent of 
many other parties. A coordination prob lem exists  because 
the transaction costs involved in gaining the consent 
of  every unique patent holder can exceed the expected 
returns of discoveries. The benefit- cost calculus an entre-
preneur  faces may make innovation not worth the cost of 
obtaining permission, even if the benefits would vastly out-
weigh the costs in a world where innovation could occur 
without permission.
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In such cases, fewer innovations  will be developed than 
is socially desirable. A scenario such as this may even 
be occurring in the United States now.  There have been 
significant increases in the number of patents granted in 
recent years (Dourado and Tabarrok 2015), even as pro-
ductivity growth remains relatively low compared with 
historical averages. It might be that  either (a)  these patents 
protect inventions that do not have much productivity- 
enhancing effect or (b) the patents themselves are stifling 
productivity growth by granting excessive mono poly 
 privileges rather than encouraging innovation.

sPecIalIZatIon and the eXtent oF the marKet

Usually, when regulations block access to new innova-
tions, the innovations in question prob ably have a narrow 
range of highly specific uses, as opposed to being general- 
purpose technologies, which are very rare (at most occur-
ring a few times in a  century). Smaller innovations  will be 
more targeted. As a result, it might be surmised that pre-
venting society from having access to smaller discoveries 
might have limited repercussions, but that is not neces-
sarily the case. Blocking highly specific technologies with 
narrow uses can still result in significant social losses when 
 whole classes of products or production techniques are 
prevented from being developed.

One of the in ter est ing aspects about the pres ent age 
is that production pro cesses tend to require more and 
more highly specific inputs over time. This fact is simply 
a characteristic of technological pro gress. As production 
becomes ever more complex, inputs in the production 
pro cess become more highly specialized, which is true of 
inputs such as workers and also of equipment that may be 
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perfectly tailored for a par tic u lar task. In complex pro-
cesses, a single missing or faulty ele ment in the production 
chain can cause the entire production line to fail. This situ-
ation has come to be known as the O- ring theory of eco-
nomic development (Kremer 1993a), so named  because the 
1986 explosion of the Challenger was due to failure of the 
space shut tle’s O- rings.

Few would have guessed that one small component, 
O- rings, in such a complex piece of machinery as a space 
shut tle could be so critical, but this phenomenon is true in 
all kinds of production pro cesses. An automobile is useless 
without brakes. A personal computer is useless without a 
memory card. As a result, preventing even small, highly 
specific innovations from being developed can have wide-
spread  ripple effects if entire lines of production depend 
on that small innovation as a critical input.

A key insight from trade theory in recent de cades has 
been that open trade gives firms access to a greater vari-
ety of more highly specialized production inputs. Access 
to such resources allows firms greater opportunity to spe-
cialize and differentiate their products. Firms and, indeed, 
 whole industries may face increasing returns to scale for 
just  these kinds of reasons (Krugman 1980). Therefore, 
regulations in the form of trade restrictions have limited 
the ability of firms to specialize and to take advantage of 
increasing returns to scale where it exists.

The focus of this chapter has largely been on how 
knowledge is the key ingredient to enhancing productiv-
ity. Regulations place limits on what kind of knowledge 
can be discovered, but regulations also affect knowl-
edge generation through changes in investment activity. 
Chapter 5 looks more closely at how changes in saving 
and investment contribute to economic growth, and also 
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seeks to explain how knowledge is generated. In the jargon 
of economists, key variables such as the savings rate and 
the level of technology  will be endogenized in the mod-
els reviewed. Previously,  these par ameters  were treated 
as given. In this way, a deeper analy sis is pos si ble of the 
fundamental  causes of economic growth than the Solow 
model has thus far allowed.
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As insightful and influential as the Solow model has been 
over the past half- century, the model is too simplistic to 
explain some of the most impor tant aspects of economic 
growth. The central force  behind long- run growth in the 
Solow model— technology—is determined exogenously. 
This result is not satisfactory. Over the past few de cades, 
economists have worked with the Solow model’s core 
insights to build more sophisticated models that go further 
in explaining the most impor tant  drivers of growth.

Perhaps the second-most famous growth model in eco-
nomics is one that brought together the work of Ramsey 
(1928), Cass (1965), and Koopmans (1965)— aptly named 
the Ramsey– Cass– Koopmans growth model. Most of the 
key takeaways from the model mirror  those from the Solow 
model. For example, along a balanced growth path, output 
per worker grows at rate g, the exogenously determined rate 
of technological pro gress. The major difference between 
the Solow model and the Ramsey– Cass– Koopmans model 
is that the latter is built on microfoundations. Whereas the 
Solow model focuses on economy- wide aggregates, such as 
the national savings rate, the savings rate in the Ramsey– 
Cass– Koopmans model is endogenously determined as 
a result of optimization be hav ior at the individual (or 
 house hold) level. Specifically, individuals optimize utility, 

5

Models of Economic Growth
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such that their consumption is described according to the 
function

 
!ct
ct

=
rt − ρ
θ

,  (5.1)

which states that the consumption path of the representa-
tive agent grows at a rate that adjusts to account for the gap 
between the interest rate r at time t and the agent’s rate of 
time preference, ρ, taking into account the agent’s degree 
of relative risk aversion, θ. Consumption is a control vari-
able in the model in that it is the variable that the optimiz-
ing agent controls to bring about equilibrium. Both ρ and 
θ are impor tant new variables in the framework  because 
they help determine the degree to which the representa-
tive agent is willing to save and invest.

As in the Solow model, permanent changes in the sav-
ings rate still affect the level of output per worker along a 
balanced growth path, but now  there is a microeconomic 
explanation for what  causes a change in the savings rate. 
A permanent rise in time preference, ρ, means that the rep-
resentative agent becomes more impatient. Compared to 
before the change, the agent values pres ent consumption 
relatively more than  future consumption and  will shift 
consumption forward in time accordingly. The national 
savings rate falls as a result, producing a downward level 
effect. Thus, shocks to the pa ram e ter ρ in the Ramsey– 
Cass– Koopmans model have effects similar to shocks to s 
in the Solow model. Permanent shocks to ρ produce level 
effects, and temporary shocks produce transitory growth 
effects.

The same is true for the coefficient θ, which explains 
how risk averse the representative agent is. Theta describes 
how much risk the agent is willing to bear and also the 
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degree to which the agent’s marginal utility declines as 
consumption rises. A rise in θ means the agent becomes 
more risk averse and is thus less willing to undergo swings 
in consumption to take advantage of the gap between the 
interest rate, r, and the agent’s rate of time preference, ρ.  
A higher θ  causes the agent to save less as the agent smooths 
consumption more across time. This pushes down the 
level of saving and investment and decreases the level of 
output per worker.

It is certainly plausible that some regulations might 
induce the public to be more shortsighted than it might be 
other wise. Policies that create principal-agent or moral 
hazard prob lems might influence ρ and θ. For example, if 
man ag ers at firms expect to be bailed out if they get into 
trou ble,  these man ag ers might be willing to take on more 
risk than is optimal and to have less concern for the  future. 
It is more likely that policies influence the rate of return 
in equation (5.1), however. For example, government bor-
rowing might drive up interest rates, or taxes on investments 
might drive a wedge between the rate of return earned 
on investments and the rate of borrowing to pay for the 
investments. Regulations that change the rate of return 
on financial assets  will influence the consumption be hav-
ior described in equation (5.1). In other words, optimizing 
individuals  will adjust their saving and consumption as 
interest rates move closer or further away from the rate of 
individuals’ time preference.

 human caPItal models

In the Solow model, technology augments  human  labor 
so as to make it more productive, thus making technology 
the primary determinant of rising wages. Many  economists 
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believe that  human capital, which broadly refers to 
 people’s knowledge, education, and skills, can also aug-
ment  labor so as to make it more productive.  Human 
capital is the first form of knowledge that  will enter the 
models reviewed  here. One can think of  human capital as 
having previously been included in the technology index, 
A, and now its effects  will be isolated from other labor- 
augmenting influences. A strong correlation between the 
level of  human capital and GDP per capita across coun-
tries provides empirical evidence that the contribution of 
 human capital to growth is meaningful.

The two most famous attempts to incorporate  human 
capital into an economic growth model are from Lucas 
(1988) and Mankiw, Romer, and Weil (1992).  These two 
models take slightly diff er ent approaches  toward endoge-
nizing  human capital, but both begin from Cobb– Douglas 
and Solow origins.

Lucas’s approach is to assume that  there is a tradeoff 
between using time to develop job skills and using time 
to produce output.  Because time is divided between  these 
two activities, a society can gain more output only at the 
expense of less education and training, and vice versa. C. I. 
Jones (2001) pres ents the following simplified version of 
the Lucas approach, using the Cobb– Douglas production 
function:

 Yt = Kt
α(AHt )

1 − α, (5.2)

where Ht = eψuLt.  Here, u represents the fraction of time that 
laborers spend acquiring new skills, so 1 − u is the fraction of 
time spent working in production activities. The  labor force, 
L, is defined as (1 − u)P, where P is the total population, so 
this expression describes how the  labor force shrinks as 
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 people take time off to obtain new skills.1 The variable H is 
the level of  human capital– adjusted  labor, and the term ψ 
is the payoff for each additional unit increase in time spent 
obtaining skills. The level of technology is again represented 
by the index A; however, in this case,  human capital aug-
ments  labor, and technology augments  human capital– 
adjusted  labor.

The solution for the balanced growth path of output per 
worker in the Lucas model is

 
Yt

Lt
= s

n + g +δ
⎛
⎝⎜

⎞
⎠⎟

α
1−α

eψuAt .  (5.3)

The average level of  human capital per worker, eψu, is a 
constant. As a result,  there is very  little difference between 
this model and the traditional Solow model. A look back at 
equation (2.6) demonstrates how closely Lucas’s  human 
capital model follows the Solow model. The new par a-
meters, ψ and u, become new standard variables, in that 
any permanent shock to  either ψ or u  will produce stan-
dard level effects in the model, and temporary shocks  will 
produce transitory growth effects. The rate of output per 
worker still grows at the rate of technological pro gress, g, 
along a balanced growth path.

 There are limits to how much of a shock to u is feasible 
given that laborers cannot spend more than 100  percent of 
their time developing skills. Society also gives up produc-
tion with increases in the fraction u, so  there are likely to 
be diminishing returns to developing skills. The 10th year 
of education may produce valuable training, but the 15th 
year prob ably less so, the 20th year even less, and so on.

If governments want to raise output per worker through 
increases in the amount of time spent obtaining job skills, 
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they must consider what society gives up as more time and 
resources are devoted  toward skills development. If time 
is better spent producing output than obtaining training, 
 human capital returns might be so low as to make more 
investments in schooling counterproductive. In other words, 
investments in  human capital should pass a benefit- cost test.

Policymakers may have more luck increasing ψ, the 
 human capital payoff. Increasing ψ requires that knowl-
edge improve over time such that the same amount of 
time devoted to training produces more  human capital. 
More highly skilled teachers might accomplish this, as 
might more useful information in textbooks. The key is 
to improve the current state of knowledge or the mech-
anisms of transmitting knowledge to the young and 
unskilled.

Mankiw, Romer, and Weil (1992) take a slightly diff er-
ent approach in their model of  human capital. Unlike in 
the Lucas model where  human capital augments  labor, 
 these authors assume  human capital is a separate input 
in the production function such that

 Yt = Kt
α Ht

β (AtLt)
1 − α − β. (5.4)

Note that the assumption of constant returns to scale is 
maintained, so α and β are between 0 and 1 and together 
sum to less than 1. Solving for the equation for output per 
worker along the balanced growth path yields

 
Yt

Lt
=

sK
n + g +δ

⎛

⎝⎜
⎞

⎠⎟

α
sH

n + g +δ
⎛

⎝⎜
⎞

⎠⎟

β⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

1−α − β

At .  (5.5)

 Here, sK is the fraction of savings dedicated to physical 
capital accumulation, and sH is the fraction of savings 
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dedicated to  human capital accumulation. Both forms of 
capital are assumed to depreciate at the same rate, δ. In this 
model,  human capital is like physical capital in that it is 
generated by forgoing consumption— that is, saving more. 
Recall that in the Lucas model  human capital results from 
forgoing production.

As in the Lucas model, permanent shocks to  human cap-
ital produce level effects. Both models suggest that a more 
educated  labor force  will (with all  else equal) be associ-
ated with a richer country, and this turns out to be the 
case empirically. Figure 5.1 plots the relationship between 
 human capital levels in 2011, as mea sured by the Barro– Lee 
Educational Attainment Dataset (Feenstra, Inklaar, and 
Timmer 2013), and the level of output per worker across 
countries in the same year.  There is a strong correlation 
between the two variables, with R2 = 0.30, meaning  human 
capital differences explain about one- third of the variation 
in output per worker across countries.  There are some out-
liers in the model, such as Qatar, Brunei, and Luxembourg. 
Qatar’s and Brunei’s wealth are both largely explained by 

Figure 5.1. output per worker and  human capital, 2011

Source: Feenstra, Inklaar, and Timmer 2013.
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natu ral resources such as oil, whereas Luxembourg is a 
very small country with an unusually large financial sec-
tor. Beyond such outliers, the relationship between  human 
capital and the wealth of a nation is strong.

As with the Solow model, sustained, long- run growth 
in the Lucas and Mankiw– Romer– Weil models is deter-
mined exogenously by the rate of technological pro gress. 
However,  these models can easily be modified so that posi-
tive spillover effects of  human capital lead to endogenous 
growth, that is, long- run growth that is determined within 
the model itself as opposed to exogenously. Lucas (1988) 
pres ents a version of his model that includes such spillover 
effects, and the results look very similar to the AK model 
of economic growth and the learning- by- doing model to 
be discussed next. Nonetheless, when maintaining the 
assumption of a constant returns to scale production func-
tion and no spillovers, permanent shocks to  human capi-
tal or its determinants produce level effects rather than 
growth rate effects.

aK models

 Until now, the models examined  here have assumed that 
long- run growth is determined exogenously by the growth 
rate of technology. Now we turn to models where growth 
rates are generated endogenously— that is, within the 
model itself. Models of this type are known as endogenous 
growth models, and the simplest way to endogenize growth 
is to eliminate the assumption of diminishing returns to 
input  factors in the production function. The most basic 
model to do this is the AK model, which assumes constant 
returns to capital.
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The most well- known example of an AK model comes 
from Barro (1990). In his model, production is ruled by the 
function

 yt = f(k) = Akt, (5.6)

where A is a constant and y and k are the intensive forms 
of output and capital. Since A is a constant, its growth rate 
is 0, that is, 3/A = g = 0. As a result of this assumption, pro-
duction still exhibits constant, and not increasing, returns 
to all inputs. In other words, if all inputs in production 
are doubled, aggregate production is still only doubled 
 because the level of technology remains fixed. It is easy to 
show that the marginal product of capital, f ′ (k) = A, so that 
along a balanced growth path output per worker grows at 
the rate of consumption growth:

 
!c
c
= 1
θ
(A− ρ ).  (5.7)

Equation (5.7) is simply a restatement of equation (5.1) 
from the Ramsey– Cass– Koopmans model. Only now the 
interest rate is equal to A.

In the AK model, permanent increases in the sav-
ings rate have growth rate effects. This makes the AK 
model  very similar to a precursor of the Solow model 
known as the Harrod– Domar growth model. Developed 
by Harrod (1939) and Domar (1946), that model explains 
growth as being largely driven by savings and capital for-
mation. At a more granular level, the AK model implies 
that changes in the coefficient of relative risk aver-
sion, θ, and in the rate of time preference, ρ, also have 
growth  rate effects through their influence on savings 
be hav ior.
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Limited empirical evidence supports the AK model 
 because countries that save more do not always grow 
faster (Barro and Sala- i- Martin 2004; C. I. Jones 2001). 
Another prob lem is that  there is no convergence in the 
AK model. The assumption of diminishing returns to 
capital is what  causes convergence in the Solow model, 
so relaxing this assumption eliminates the tendency for 
countries to converge. This pres ents a prob lem for the 
AK model  because in the real world  there is significant 
evidence of convergence across countries, especially in 
the conditional sense.

Interestingly,  there are also no transition dynamics in 
the AK model. Changes in the model take place instantly, so 
 after experiencing a shock, the economy moves seamlessly 
to a new balanced growth path. In this sense, the world 
inside the AK model is always in the long run. Although 
 these prob lems make the model somewhat unrealistic, the 
AK model becomes more plausible if capital is thought of 
broadly as encompassing  human as well as physical capital 
(Barro and Sala- i- Martin 2004; Rebelo 1991). The model 
should prob ably be viewed even more broadly than this, 
however. AK models can be thought of as a general class of 
models that produce endogenous growth. As  will be shown 
in the next section on learning- by- doing models, other 
models in the AK  family also lead to endogenous growth 
without requiring this broad view of capital.

A central result of the AK model is that policies, includ-
ing regulations, can produce growth rate effects. Any per-
manent change in savings be hav ior leads to changes in the 
growth rate of output per worker without any correspond-
ing increase in technology. Encouraging prudent savings 
and investment or subsidizing job training and skills devel-
opment produces hugely beneficial results in this model. 
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This result is in ter est ing  because growth that is driven by 
 human capital and investment may not be as disruptive 
as technology- driven growth. Mandel (2004, xix) refers 
to this kind of capital- driven growth as “cautious growth” 
 because it is less upsetting and disorderly than “exuberant 
growth” that is based on disruptive technological innova-
tion. Thus, public policies that encourage investment may 
generate growth while also maintaining more support 
from the public.

The AK model is also consistent with empirical evi-
dence that differing levels of capital do explain a fair 
amount of growth differences across countries. Growth 
accounting refers to the practice of disentangling the dif-
fer ent determinants of growth.  Those who have tried to 
quantify the contributions of capital,  labor, and technol-
ogy in a growth accounting framework do find a relation-
ship between capital accumulation and growth rates. For 
example, capital formation is thought to explain about 
30  percent of differences in cross- country growth rates 
(Caselli 2005). Solow model proponents might claim that 
 these are only short- run growth differences and that in 
the long run only technology  will still determine growth 
rates. Nonetheless, the long run takes a long time to arrive, 
and given the consistent relationship found between sav-
ings, capital formation, and growth, it seems that the basic 
insight of the AK and Harrod– Domar models— that capital 
formation  matters for growth rates—is correct.

learnInG- BY- doInG models

Once economists drop the assumption of diminishing returns 
to capital, the door is opened to constant returns at the  factor 
level and increasing returns to scale at the aggregate 
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production level. Dropping the assumption of dimin-
ishing returns also allows inclusion of other in ter est ing 
ele ments in a growth model, such as externalities. In eco-
nomics, an externality refers to an attribute of a product 
that is unpriced in the market. This attribute affects third 
parties that are not participants in an economic exchange. 
The standard example is pollution, whereby buyers and 
sellers of a good (e.g., electricity) do not take into account 
the effect of their actions on  others (e.g., breathers of pol-
luted air). Therefore, the cost of the externality is not 
accounted for in the market price of the good (in this case, 
electricity).

In growth models, externalities are included by allow-
ing changes in one variable to affect other variables.  These 
can also be thought of as multiplier or spillover effects. 
One of the first models to include such spillover effects 
was the learning- by- doing model developed by Frankel 
(1962) and Arrow (1962). In the learning- by- doing model, 
the production process— rather than formal education— 
engenders learning, which leads to increases in productiv-
ity. This kind of informal learning pro cess is a second form 
of knowledge- generating innovation that  will be explored 
in the remaining chapters.

In the 1930s, engineers noticed that the  labor hours 
required to produce a single airplane fell as the number 
of airplanes that  were built increased. In other words, as 
aggregate output grew,  there was a corresponding increase 
in productivity that could not be accounted for by the stan-
dard inputs of  labor and capital. The learning- by- doing 
model was an attempt to explain this phenomenon by 
showing how worker productivity increases as a result of 
experience.
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Learning by  doing is similar to a phenomenon noticed 
by the 18th- century economist and po liti cal phi los o pher 
Adam Smith— that specialization tends to increase pro-
ductivity. When workers divide production into diff er ent 
tasks and every one specializes in a par tic u lar task, work-
ers become more productive. This was the insight  behind 
Henry Ford’s famous moving assembly line for the produc-
tion of his Model T cars.

In the learning- by- doing model, knowledge generation 
is a positive externality resulting from capital formation. 
Each firm  faces the production function as shown in the 
following equation:

 Yi ,t = aIt Ki ,t
α Li ,t

1−α ,  (5.8)

where Yi,t, Ki,t, and Li,t represent the firm- specific out-
put, capital, and  labor for each firm, i, at time t, and a is 
a constant level of technology that is distinct from the 
knowledge generated in the capital accumulation pro-
cess. Each firm takes the average level of knowledge, I, 
as given in its production function.  Here, It = (Kt/Lt)

γ, 
meaning knowledge is a function of the level of capital 
per worker.

 There is no subscript i with the I term  because I is a 
social variable that is given to every one, as opposed to a 
variable that is unique to each firm. Each firm’s investment 
in capital makes a small contribution to I, but no firm takes 
its individual contribution into account when deciding 
how much output to produce. In other words, I is a public 
good. It represents the stock of nonexcludable and non-
rival public knowledge, which is an accidental byproduct 
of the production pro cess. Once produced, knowledge is 
immediately and freely available to every one.



74

R EG U L AT I O N A N D ECO N O M I C G R OW T H

Astute observers  will notice that in the special case 
where γ  = 1 − α, the aggregate production function simpli-
fies to

 Yt = aKt, (5.9)

which is the AK model again. The learning- by- doing 
model is therefore a special case of the AK model; as with 
the AK model, a permanent change in the savings rate pro-
duces growth rate effects. With re spect to regulation, this 
implies that rules that reduce saving and investment lower 
growth rates and rules that increase saving and investment 
increase growth rates.

The learning- by- doing model might also be thought 
of as embodying a version of the 18th- century economist 
Adam Smith’s invisible hand theorem. Smith noticed how 
individuals acting in their own self- interest can uninten-
tionally bring about results that advance the public inter-
est. Each firm in the learning- by- doing model, by acting 
to maximize its own profits, accidentally contributes to 
the public good through its contributions to the stock 
of public knowledge. This accidental byproduct of pro-
duction increases the average level of knowledge in the 
economy, thereby increasing output per worker and wages 
unintentionally.

 There is something very appealing about modeling 
economic growth as an accidental byproduct of  human 
exchange. As described in chapter 6 on remaining puzzles 
in growth theory,  there is still a  great deal about growth that 
economists cannot explain. If growth is truly an unintended 
consequence of  human interaction, this might be why, his-
torically, identifying the  causes of economic growth has 
been so difficult. Knowledge is also very difficult to mea sure. 
If tacit knowledge of the sort developed through learning 
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and experience is a core determinant of growth, it is under-
standable that economists have a hard time pinning down 
the  causes of growth.

The learning- by- doing model also corresponds nicely 
with many insights from the Austrian school of economics. 
Nobel laureate Friedrich A. Hayek (1984 [1968]) describes 
competition in the marketplace as a “discovery proce-
dure,” whereby firms discover new knowledge as they take 
part in the competitive market pro cess. Knowledge, once 
uncovered, spreads throughout the economy by imitation 
and learning.

If growth  really is largely an accidental byproduct of the 
production pro cess, this poses prob lems for policymakers. 
Perhaps they might be able to stimulate the capital forma-
tion pro cess through tax incentives or subsidies, but it 
is unlikely that they  will be able to replicate the pro cess 
by which new knowledge is uncovered. That takes com-
petition, experimentation, and trial and error, which all 
together suggest a role for policy in fostering a competi-
tive market, but prob ably not a role for micromanaging 
firm decisions. Removing barriers to competition, such as 
breaking up monopolies, would be a good idea  under  these 
circumstances. Removing regulations that limit entry into 
an industry is another way to enhance competition.

 There may be another role for policy as well. An in ter-
est ing implication of the learning- by- doing model is that 
a decentralized  free market economy does not produce 
a Pareto efficient outcome. Pareto efficiency refers to a 
situation whereby no one can be made better off without 
making another person worse off. The learning- by- doing 
model deviates from Pareto efficiency  because the pri-
vate marginal product of capital for each firm and the 
social marginal product of capital diverge. Thus, each firm 
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underinvests in capital, and I remains below its socially 
optimal level. Even if firms could come together to agree 
to each invest in the optimal amount of capital each period, 
 there is a strong incentive for firms to shirk from the agree-
ment  because  there is an incentive to get a  free  ride off the 
investment efforts of  others.

The growth rate of the economy  will be below its opti-
mal level for  these reasons.  Under laissez- faire,  there is 
too  little investment in the economy relative to an ideal 
state, so either investment could  be subsidized (directly or 
through tax credits) or policymakers could impose a tax of 
some kind (preferably the lump sum form to avoid distor-
tions) on consumption. The key question  will be at what 
level to impose the tax or subsidy. This information may 
be unknowable. Furthermore, government already taxes 
and subsidizes countless forms of investment to varying 
degrees, so it is difficult to know  whether  there is too much 
or too  little investment at any given time. Fi nally, most 
taxes are not implemented in a lump sum manner. Thus, 
taxation efforts to bring social and private marginal costs 
into alignment  will produce economic distortions in their 
own right that must be weighed against any social benefits 
that result from improving market efficiency in other ways.

Although not discussed in detail  here, the constant 
returns to scale models examined thus far assume perfect 
competition. This assumption means that prices of outputs 
equal the marginal costs of  those outputs, and that  factor 
inputs are paid their marginal products.  Because the 
externality in the learning- by- doing model is completely 
nonexcludable—that is, firms are unable to exclusively 
use the knowledge they generate—perfect competition 
can still be assumed in this model. As shown in the next 
section of this chapter, however, when firms are able to 
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internalize some fraction of the knowledge they produce 
(i.e., they are able to find ways to exclude other firms from 
using the knowledge), the assumption of perfect competi-
tion is no longer tenable.

models that endoGenIZe  
technoloGIcal chanGe

The first generation of endogenous growth models used 
the capital formation pro cess to explain growth in the 
economy. Examples include the Harrod– Domar model, 
the learning- by- doing model, and the AK model. Not sur-
prisingly, some scholars also sought ways to endogenize 
the mysterious technological change variable in growth 
models.  These economists sought to model technologi-
cal advances in society, including the pro cess of generat-
ing new knowledge. Unlike the learning- by- doing model 
where knowledge creation is an accidental byproduct 
of production, in this new generation of growth models, 
scholars would explain knowledge creation as a purpose-
ful activity on the part of firms. The most famous model to 
do this is the model of Paul M. Romer (1990), whose work 
led to a revival of growth theory that came to be known as 
new growth theory.

Romer’s growth model contains two sectors, an 
approach that can be traced back to Uzawa (1964). One 
sector of the economy produces final goods intended for 
consumers, whereas a second sector— the research and 
development (R&D) sector— invents new durable capital 
goods that are used as inputs in the final goods– producing 
sector.  These durable capital goods might be thought of 
as new ideas, new designs, or new templates that expand 
society’s ability to produce final goods for consumers. 
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In other words, innovation in Romer’s model shows up as 
a wider variety of goods in the marketplace.

In the model, some fraction aL of the  labor force is 
employed in the R&D sector— these  people might be thought 
of as researchers— while the fraction 1 − aL of the  labor 
force is employed in the production of final goods for con-
sumers. The technology index A represents the number of 
ideas, templates, or designs produced by the R&D sector, 
which has a production function such as

 !At = τ [aLLt ]
λ At

φ ,  (5.10)

where τ is a mea sure of the productivity of researchers, 
and the pa ram e ter λ explains how adding new research-
ers affects the rate of change in new idea creation. For 
example, if λ > 1,  there are increasing returns to adding new 
researchers, so each new researcher makes all existing 
researchers more productive.

The number of researchers has increased considerably 
in recent de cades, as has the total amount spent on R&D 
in developed countries, so empirical evidence suggests 
that  there are not increasing returns to adding research-
ers (C. I. Jones 1995). Other wise, increases in growth 
rates would have been seen across the developed world. 
The pa ram e ter λ is more likely to lie below 1 for this rea-
son and may even be negative in cases where the marginal 
researcher actually undermines the pursuit of knowledge 
rather than advances it.

Increasing the fraction of the  labor force engaged in 
R&D has a two- pronged effect in the Romer model. First, 
output immediately falls as workers shift from producing 
final goods to conducting research. This first effect means 
 there is an immediate drop in output per worker. Next, 
the growth rate of technology immediately rises as more 
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research is conducted. This second effect produces a posi-
tive growth rate effect.2

The pa ram e ter Ø is likely positive. It represents how 
the existing stock of ideas affects the difficulty of discov-
ering new ones. If researchers are “standing on the shoul-
ders of  giants,” to borrow a phrase from Isaac Newton, 
then  future discoveries build on previous discoveries, and 
Ø is greater than 0. For example, the development of the 
lightbulb built on the discovery of electricity. However, 
if past discoveries make  future discoveries harder, Ø is 
less than 1. This might be the case if all the technological 
low- hanging fruit has been picked and further innovations 
require greater and greater investments (Cowen 2011).

As in the Solow model, output per worker grows at the 
same rate as A. However, in the Romer model the growth 
rate of technology is not always a constant along a balanced 
growth path. In fact, the growth rate of the growth rate of 
technology is described by the function

 
!gAt
gAt

= λn + (φ − 1)g At
,  (5.11)

where the growth rate of gA at time t depends on two 
 factors: (a) the  labor force growth rate (weighted on the 
basis of the returns to adding new researchers) and (b) the 
growth rate of technology at time t (weighted by  whether 
having a higher level of technology makes new ideas eas-
ier or more difficult to uncover). This tendency for the 
growth rate to change along a balanced growth path is a 
major departure from the models discussed heretofore in 
this book.

A core reason for this difference is  because for any value of 
Ø greater than 1, the growth rate of the economy  will be 
increasing over time. Romer developed his model in part 
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 because he thought growth rates  were increasing over time, 
and he was seeking a way to explain this phenomenon 
(P. M. Romer 1986). Looking back through history— 
centuries as opposed to years or decades— there is evi-
dence that the growth rate of the developed world may be 
gradually increasing. This largely follows from the fact that 
growth was stagnant throughout most of  human history.

However, C. I. Jones (1999) points out that any value 
of Ø equal to or greater than 1 produces counterintuitive 
results with re spect to population growth  because just 
increasing the level of the  labor force results in a growth 
rate effect. Changes in the growth rate of the  labor force 
result in exponential increases in growth rates. Such a 
finding is sometimes referred to as a scale effect in the lit-
er a ture. A scale effect occurs when  there are increasing 
returns to scale in certain variables in a growth model. 
Recall that the AK model reviewed earlier assumed con-
stant returns to capital and not increasing returns.

Population scale effects are unlikely to hold in the real 
world  because  these kinds of returns are just not seen in 
the empirical data. For this reason, Ø prob ably lies below 
1, which means that the growth rate of output per worker 
is determined largely by the growth rate (and not the level) 
of the  labor force, n.

In the more realistic case where Ø < 1, changes in the 
growth rate of the  labor force produce growth rate effects, 
and changes in the level of the  labor force result in level 
effects. And  because growth is primarily determined by 
the  labor force growth rate in the model, and this variable 
is itself an exogenous variable, models such as this have 
come to be known as semiendogenous growth models. 
Technological change has been endogenized in the model, 
but the growth rate along a balanced growth path is still 
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determined by forces outside the model. Creative destruc-
tion and quality ladder models, which are discussed next, 
are also classes of semiendogenous growth models.

 There is another in ter est ing property of the Romer 
model. When Ø < 1, growth in per capita income is a sta-
tionary, mean- reverting pro cess. This just means that 
growth rates tend to be fairly constant over time, which 
is consistent with the empirical data (at least over the past 
 century or two). But if Ø lies below but very close to 1, the 
economy  will behave almost as if Ø = 1 for long stretches of 
time. That is, the closer Ø is to 1, the longer  will be the tran-
sition to a new balanced growth path. As a result, short- run 
changes in growth rates as part of the transition dynam-
ics from a level effect could last for very extended peri-
ods of time, perhaps even de cades. Thus, the distinction 
between level effects and growth rate effects may be hard 
to decipher in the real world (Cochrane 2015). This could 
explain why  factors such as saving and capital accumula-
tion appear to influence growth rates in growth accounting 
exercises, even though models such as the Solow model 
suggest  there should be no long- run effect.

The Romer model is unique from the previously 
reviewed models in another impor tant way. The nature of 
knowledge in the Romer model is very diff er ent from the 
pure public- good form of knowledge seen in the learning- 
by- doing model. This is perhaps the most impor tant con-
tribution of P. M. Romer (1990). In his model, as in the real 
world, firms deliberately invest in new technologies, so 
 there must be some financial incentive for firms to do so. 
Recall that in the learning- by- doing model, new knowl-
edge is a public good that is instantly available to all other 
firms. It had to be accidental for the model to explain why 
firms would create new knowledge at all.
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The fact that firms do invest in R&D in the real world 
suggests at least some fraction of new knowledge is not a 
pure public good. Other wise,  every other firm would get 
a  free  ride off the knowledge- creation efforts of  others, 
and  there would be no incentive to invest in R&D. Firms 
must be able to keep some new discoveries to themselves—
at least for a period of time— and this provides sufficient 
incentive to partially overcome the prob lem of  free riders. 
The excludable component of knowledge might be the 
result of secrecy, or it could follow from deliberate policy 
interventions, such as patent protections.

That some knowledge is excludable undermines a fun-
damental assumption of the models examined thus far— the 
assumption of perfect competition. If firms are engaging 
in large up- front R&D expenditures to generate discover-
ies, pricing cannot possibly equal marginal cost. The first 
unit of production  will be very expensive when large R&D 
investments are required to produce it, but costs  will fall 
dramatically with each additional unit produced. Consider 
the case of a phar ma ceu ti cal where the first pill costs a 
billion dollars to produce but the second pill costs just a 
penny. If all firms set prices equal to marginal cost, any firm 
that engages in R&D  will quickly go out of business in this 
kind of market.

Many growth theorists have thus switched to mod-
els of monopolistic competition of the sort developed by 
Chamberlin (1933) and Dixit and Stiglitz (1977), and this 
switch in turn implies that  there are two kinds of dis-
tortions in the economy, that is, deviations from Pareto 
efficiency. First, if firms set prices above marginal cost 
(which must be true to explain how firms that engage in 
R&D stay in business), then  these firms must have some 
mono poly power. When a firm has mono poly power, this 
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means it  will restrict output to maximize profits, and 
aggregate output lies below the socially optimal level. 
Second, too  little output also implies too  little demand for 
inputs, such as R&D, and  because R&D drives growth in 
the Romer model, growth rates  will be below the socially 
optimal level.

 These findings suggest several pos si ble roles for gov-
ernment. First,  there may be a role in designing intellectual 
property protections. Without adequate protections, firms 
may lack the incentive to invest enough in new technolo-
gies  because they cannot internalize the benefits of  these 
new technologies. The more nonexcludable an invention 
is, the more likely that  there is a role for such protections to 
play. But  there is a tradeoff to consider between incentiv-
izing investment and the losses to society from mono poly 
restrictions on output. Furthermore, recall that patent 
protections can also result in a tragedy of the anticommons 
if patents are over issued.

 There may also be a role for government in subsidizing 
R&D. If firms are underinvesting in R&D, the government 
could encourage it directly through subsidies or indirectly 
through tax credits. Subsidies to final- goods producers 
would accomplish the same end by increasing demand for 
R&D inputs. However, before the government rushes in 
and begins subsidizing R&D,  there are several  factors to 
consider. When subsidies are financed by any means other 
than lump sum taxes, the taxes  will create distortions that 
must be weighed against the benefits of the subsidies. 
Second, investment in R&D must actually be productive. 
Historically, governments have not had a better track rec-
ord than the private sector at picking investment proj ects 
(OECD 2003). This suggests that R&D tax credits that give 
private firms control over the se lection of proj ects may be 
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more effective than having government invest directly in 
new research.

Aside from the scale effects that can arise in the Romer 
model, the model also has some other unrealistic fea-
tures. Countries that remain mired in poverty often have 
high population growth rates, whereas many rich countries 
have low or stagnant population growth rates. Population 
growth does not appear to be a sufficient condition for eco-
nomic growth. At the global level, population growth and 
economic growth move more closely together (Barro and 
Sala- i- Martin 2004; Kremer 1993b), but this may be  because 
higher incomes allow more  people to be sustained on Earth, 
rather than the other way around (that is, a bigger popu-
lation causes higher incomes). Or, it may be that  human 
capital– adjusted population growth is what  really  matters.

A final lesson from the Romer model relates to  free 
trade.  There are clearly benefits from engaging with 
greater numbers of  people. Expanding the network of 
 people that firms interact with means expanding the net-
work of ideas. A larger market also implies greater demand 
for new ideas, which incentivizes idea creation. Adam 
Smith suggested in his book The Wealth of Nations that 
incomes in countries are dependent on the size of the mar-
ket. A larger market allows for more specialization not just 
in physical production but in idea production as well.

creatIVe destructIon and QualItY  
ladder models

In the Romer model, innovation shows up as changes 
in the number of products available. Economists have 
developed other classes of models to account for innova-
tion in the form of quality improvements that occur over 
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time. The most impor tant contributions in this lit er a ture 
are from Grossman and Helpman (1991), who developed 
a theory of “quality ladders” in economic growth, and 
Aghion and Howitt (1992), whose “creative destruction” 
model of growth explains obsolescence (i.e., the pro cess of 
new products replacing old ones over time).

Quality ladder models treat products as if they are on 
a race up a ladder. Each time an entrepreneur develops 
an improvement, the product moves up one rung on the 
ladder. Creative destruction models, named  after the term 
coined by Austrian- born economist Joseph Schumpeter 
(1942), explain how old products become obsolete and 
dis appear from the market over time as new and better 
products are developed.

As in the Romer model, firms have some mono poly 
power in both the quality ladder and creative destruction 
models. Several externalities are also pres ent. First, when 
an innovation occurs, consumers pay the same price for a 
better product. The result is a spillover benefit to consumers 
as products move up each rung of the quality ladder. Second, 
producer profits decline for rivals when a firm innovates 
and takes the business of its competitors. This externality is 
known as business stealing, and it creates a misalignment 
of incentives  because the benefits of innovation are per-
manent for consumers but only temporary for producers.

At first glance, business stealing looks like only a pecu-
niary externality— that is, an externality resulting from 
a price change that is a pure transfer from one party to 
another— but in fact other spillover effects arise. If busi-
nesses are not fully compensated when other innovations 
build on the quality improvements they developed, firms 
 will be discouraged from investing in an optimal level 
of R&D.
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 Here is how this can happen. Consider Isaac Newton 
and Gottfried Wilhelm Leibniz, who are both credited with 
having developed calculus. Neither of  these individuals was 
compensated during their lifetimes for the millions of ways 
in which calculus is put to use  today. In an ideal world,  these 
individuals would have been compensated,  because so many 
aspects of modern life would not be pos si ble without  these 
innovations from the past. Without a compensation scheme 
for past inventors, one can expect  there to be too  little inno-
vation. Even worse, competition  will reduce the expected 
duration of mono poly rents accrued from innovation—so 
the more firms that are competing, the more inventors  who 
will be discouraged from inventing and the more firms  that 
will be discouraged from spending on R&D.

Interestingly,  there can also be too much R&D in cre-
ative destruction and quality ladder models. Much like 
 there is social waste when firms compete for transfers 
from the government (an activity known as rent- seeking), 
 there can also be social waste if competition drives firms 
to overinvest in R&D as they seek to capture the mono poly 
profits of their rivals.

Creative destruction and quality ladder models again 
demonstrate the importance of finding the right balance 
between intellectual property protections and mono poly 
power. Too  little intellectual property protection could 
mean that firms  will not invest in R&D enough, whereas 
too much protection could encourage wasteful competi-
tion for transfers. One solution that has been proposed is 
to force innovators to compensate their immediate pre de-
ces sors (Barro and Sala- i- Martin 2004). However, quality 
improvements are notoriously difficult to mea sure, and 
even if they could be mea sured perfectly, it is hard to know 
which ideas formed the basis for succeeding innovations. 
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A pre de ces sor payment scheme is likely to prove impos-
sible to implement. Unfortunately,  these prob lems have no 
 simple solutions.

technoloGY transFer

In the economic growth models explored  here thus far, 
innovation is driven by the creation of new knowledge, 
new products, and new quality improvements. Such inno-
vation arises from formal education and training, on- the- 
job experience, and R&D investments. However, firms and 
individuals also have the ability to imitate innovations cre-
ated by  others. When businesses are not operating along 
the technological frontier (i.e., using the latest and best tech-
nology), they have the option of  either creating new inno-
vations themselves or imitating the innovative practices of 
 others. The pro cess of transferring technological knowl-
edge through imitation is known as technology transfer.

Usually, technology transfer models speak in terms 
of countries. For example, middle-  and lower- middle- 
income countries such as China and India may be able to 
grow quickly by simply adopting the practices and tech-
nologies generated elsewhere, such as Western Eu rope 
and the United States. The same phenomenon applies to 
firms. Firms can be divided into leading firms that oper-
ate along the technological frontier and follower firms that 
lag. Firms operating at the technological frontier have no 
choice but to innovate by creating new knowledge if they 
want to grow. But follower firms have the option of imitat-
ing the technologies developed in leading firms if they do 
not want to be innovators themselves. And just as  there 
are costs associated with innovating, so too  there are costs 
associated with imitating— although in general, imitating 



88

R EG U L AT I O N A N D ECO N O M I C G R OW T H

should prove easier than innovating. The costs of imita-
tion include the time and effort it takes to copy a product 
design, to adjust a product to fit the preferences of diff er-
ent consumers, and to adopt the modes of production from 
one industry and apply them to new industries.

 There are also likely to be diminishing returns to imi-
tation. Some innovations are very easy to copy. On one 
hand, it might be easy to imitate a dating website and cre-
ate a similar website targeted to a new demographic. On 
the other hand, supply chain management techniques in 
factories might be much harder to copy and may not have 
the same payoffs in other industries if workers respond 
differently in dif fer ent environments. In other words, 
some technologies have limited applicability outside a 
single narrow use, or they may simply be too costly to copy 
 because of their complexity.

Just as diminishing returns to capital create convergence 
among economies in the Solow model, diminishing returns 
to technology transfer create convergence tendencies. The 
further a country or firm is from the technological fron-
tier, the faster that country or firm  will grow. This type 
of growth might be dubbed technological catch-up growth, 
to be distinguished from the traditional capital- based 
catch-up growth found in the Solow model. In essence, 
imitation is another way to increase g in the Solow model. 
The rate of growth  will be fast in firms and countries that 
begin from a low level of technology, just as it is fast in 
firms and countries that begin from a low level of capital 
per worker.

 Human capital also plays a role in technology transfer. 
Some technologies are relatively easy to learn, such as 
operating a soft- serve ice cream machine. Other technolo-
gies take years of schooling to master, such as computer 
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programming or statistical analy sis. So  human capital 
operates through another channel that facilitates growth. 
Raising the skill level of workers speeds up the pro cess by 
which technology is transferred from leading to follower 
firms and countries.

 Because knowledge has attributes of a pure public good, 
technologies in ven ted in one place can have spillover 
effects in other places, as in the learning- by- doing model. 
At the country level, technological advances in high- 
income countries act like a form of foreign aid to lower- 
income countries. Cell phones are an obvious example of a 
technology that has raised living standards for some of the 
poorest individuals in the world. Such a result was prob-
ably not the intention of  those who created cell phones, but 
it is nonetheless a social benefit that should be recognized.

If policymakers in rich countries think they have a duty 
to assist individuals in poor countries— and many  people 
would agree they do— one of the best ways they can accom-
plish this goal is to spur innovation at home. For regula-
tors, this means that the costs of blocking new innovations 
and the benefits of encouraging new innovations extend 
beyond a country’s borders. Considering that it is poor 
 people in less  well- off countries who stand to gain the 
most from technological advances, this benefit provides 
a strong argument for allowing socially beneficial innova-
tions to arrive as quickly as pos si ble.

Policymakers should also seek to extend intellectual 
property rights abroad through treaties or to find ways to 
encourage more foreign direct investment at home and 
abroad. When property rights are protected, firms  will find 
it easier to protect their innovations abroad. Firms might 
also protect their investments by purchasing the foreign 
firms that adopt their inventions, which is a reason not to 
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be afraid when foreign firms buy up domestic ones. Not 
only does this pro cess help secure property rights around 
the world, it speeds up the pro cess of technology diffusion. 
Workers can learn from technological leaders by working 
directly for them.

Regulatory complexity also can discourage technology 
transfer. If a country’s regulatory code is too complex, this 
creates a hurdle to investing. Investors are already more 
likely to invest in their own countries  because of a home 
bias effect. If they do not understand a foreign country’s 
 legal code or think it  will be arbitrarily enforced, invest-
ment  will be discouraged.

Some follower countries or firms may see a short- term 
benefit from using the inventions of  others without com-
pensating them. In the long run, however, this practice is 
likely to discourage foreign direct investment, slow tech-
nology transfer, and lead to reciprocal stealing when the 
followers eventually become leaders themselves in areas.

chanGes In the elastIcItY oF suBstItutIon

The production function that forms the foundation for 
the economic growth models discussed in this book is the 
famous Cobb– Douglas production function. One of the 
useful features of this function, indeed one of the main 
reasons Cobb and Douglas (1928) first conceived of it, is 
its assumption of unit elasticity of substitution between 
capital and  labor.

The elasticity of substitution describes the change in rel-
ative demand for capital and  labor when  there is a change 
in the relative cost of  these inputs. Unit elasticity means 
that for  every 1  percent rise in the ratio of prices between 
 labor and capital, w/r, where w represents the wage rate 
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for  labor and r is the rental rate on capital,  there is a cor-
responding 1  percent rise in the ratio of aggregate capital 
to  labor demanded in the economy, K/L. Unit elasticity 
of substitution between capital and  labor is a con ve nient 
assumption  because it simplifies the math in the model, but 
it is not likely to be true most of the time in the real world.

In the early 1960s, a new class of production func-
tions was developed to relax the unit elasticity assump-
tion (Arrow et al. 1961). Production functions of this class 
are known as constant elasticity of substitution production 
functions, and an example of such a function is

 Yt = At[αKt
ϑ + (1−α )Lt

ϑ ]
1
ϑ ,  (5.12)

where ϑ < 1 and the elasticity of substitution between capi-
tal and  labor is defined as σ = 1/(1 − ϑ). The pa ram e ter α 
is a share pa ram e ter between 0 and 1. In the special case 
where ϑ = 0, equation (5.12) becomes the Cobb– Douglas 
production function, where σ = 1. This result can be shown 
by taking the limit of equation (5.12) as ϑ → 0. Similarly, 
as ϑ → −∞, the production function approaches the fixed 
proportions production function made famous by Leontief 
(1941).

An in ter est ing result to emerge from constant elasticity 
of substitution production functions is that growth models 
based on  these functions produce endogenous growth when 
ϑ lies between 0 and 1. In such cases,  there is high substitut-
ability between capital and  labor (i.e., σ is greater than 1). 
When this happens, the property of diminishing returns to 
capital per worker gradually vanishes as capital per worker 
asymptotically approaches infinity (Barro and Sala- i- Martin 
2004). With a high-enough savings rate, changes in the sav-
ings rate produce growth rate effects rather than level effects, 
but this property of the model also violates fundamental 
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assumptions of most growth models, known as the Inada 
conditions (Inada 1963).  These conditions state that as k → 0, 
f ′ (k) → ∞, and that as k → ∞, f ′ (k) → 0. In other words, this 
assumption states that the marginal product of capital per 
worker diminishes as capital per worker grows, and the 
marginal product of capital per worker grows as capital per 
worker shrinks.

When ϑ lies between 0 and 1, meaning  there is a high 
elasticity of substitution, f ′ (k) approaches a positive con-
stant as k → ∞. Recent empirical estimates suggest that σ is 
likely to be less than 1 (Chirinko 2008), so the Inada condi-
tions likely hold in the real world, which is also consistent 
with conventional wisdom. But  there are reasons to believe 
 these conditions may be fragile. For example, the theory of 
wealth in equality proposed by Piketty (2014) depends on 
an elasticity of substitution that is greater than 1 (Rognlie 
2015). Piketty argues that wealth in equality increases in 
an economy where r > g, a condition known as the trans-
versality condition. That r > g is a standard assumption in 
growth models and is believed to be true in the real world, 
at least in healthy economies (Abel et al. 1989). Piketty 
seems to believe that wealth in equality is a natu ral out-
growth of a cap i tal ist economy, but another possibility is 
that wealth in equality is an outgrowth of an economy with 
high substitutability between capital and  labor.

Many forces might bring about this situation. Technology 
can make it easier to substitute capital and  labor. For exam-
ple, supermarket cashiers can be replaced by self- service 
cash registers, and tollbooth operators can be replaced 
by E- ZPass lanes. This creates an in ter est ing bridge 
between the wealth in equality theory of Piketty and the 
income in equality theory of Cowen (2013). Cowen’s story 
of in equality is based on the idea that individuals with job 
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skills that are complementary to new technologies are likely 
to earn high incomes in the  future, whereas individuals 
whose skills are replaceable by new technologies  will earn 
lower incomes. It may be that in equality is not so much a 
natu ral outcome of a cap i tal ist economy as it is a natu ral 
outgrowth of technological innovation.

Regulators may not have much control over the long- 
run pro gress of technology, but they can certainly influ-
ence the ability of firms to substitute capital and  labor. For 
example, they can make it more difficult to fire workers 
by empowering  labor  unions. However, such protections 
could backfire if firms are discouraged from hiring work-
ers in the first place  because of high  labor costs.

Regulators clearly influence the relative prices that 
affect aggregate demand for capital and  labor as well. 
Every thing from workplace safety regulations to rules 
mandating that employers provide such benefits as paid 
parental leave or health insurance  will influence the price 
of  labor and encourage capital substitution. Raising the 
minimum hourly wage is also likely to encourage automatiz-
ing  human  labor. Of course, capital is taxed and regulated to 
varying degrees as well, which encourages substitution 
toward  labor. Which production input is given preferable 
treatment in the aggregate is unclear, although in recent 
de cades the share of national income  going to  labor has 
declined and the share  going to capital has risen.

A key question is  whether the elasticity of substitu-
tion is indeed rising over time. Rognlie (2015) makes the 
impor tant point that it is net elasticity of substitution— 
that is, the elasticity of substitution  after depreciation is 
taken into account— that  matters for in equality purposes. 
Unfortunately, most estimates in the lit er a ture are estimates 
of gross elasticity. Rognlie assumes that net elasticity must 
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be lower than gross elasticity, but his argument hinges 
on the assumption that capital depreciates whereas  labor 
does not.

When  labor is augmented by  human capital, it is 
not clear  whether the assumption that  labor does not 
depreciate is realistic. For instance, extended periods of 
unemployment can lead to the erosion of worker skills. 
Technology also erodes worker skills. For example,  those 
who know how to repair typewriters  will prob ably have 
trou ble finding employment with this skill  today.

Some  human capital models of growth even include 
a depreciation  factor. The model of Mankiw, Romer, 
and Weil (1992) assumes that  human capital and physi-
cal capital depreciate at the same rate. If technology is 
causing  labor to depreciate faster— that is, job skills are 
eroding more quickly over time  because of technological 
advances— the net elasticity of substitution could actually 
be above the empirical estimates of gross elasticity found 
in the lit er a ture. If the net elasticity of substitution is high 
enough, the Inada conditions could be  violated, and wealth 
in equality could rise.

 Whether this situation has been true in the past, is true 
now, or  will be true in the  future is unclear. However, 
the possibility of this scenario poses another challenge 
for public policy  because of the chance of an interaction 
effect between regulation and technology. If technology 
is raising the elasticity of substitution and regulation has a 
tendency to  favor capital over  labor, regulations could be 
contributing to wealth in equality through the mechanisms 
described  here.
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The Roles of Institutions  
and Population

Despite significant advancements in the theory and 
empirics of economic growth, many mysteries 
remain. Macroeconomics is a notoriously difficult 

discipline  because it seeks to explain so much complexity 
with so few variables and relatively few data. The pro cess 
of uncovering the sources of growth has largely been about 
experimenting with diff er ent variables that for theoretical 
reasons seem impor tant. Over time economists have been 
able to weed out the variables that appear to be less impor-
tant and identify  those with more explanatory power.

To see how far economic growth theory has come, con-
sider that more than 50 years ago the economist Nicholas 
Kaldor (1961, 178) highlighted six “stylized facts” about 
economic growth. Stylized facts are accepted empirical 
observations that researchers seek to explain. Kaldor’s 
six facts focus on the contribution of capital accumula-
tion to economic growth. When Kaldor wrote his paper, 
savings and capital accumulation  were thought to be 
the most impor tant contributors to growth. Economists 
since then have learned that  these  factors can explain 
only a fraction of the growth differentials observed across 
countries.

In 2010, economists C. I. Jones and P. M. Romer (2010) 
updated Kaldor’s list, highlighting the new stylized facts that 
require explaining by the next generation of growth econ-
omists. Their facts relate to ideas, institutions, population, 
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and  human capital. Economists are now in general agree-
ment that  these four  factors  matter for economic growth, 
but the micro- level mechanisms by which  these  factors 
influence macro- level growth remain poorly understood. 
Furthermore, it is not clear if  these inputs themselves are 
what fundamentally drives growth or  whether  these vari-
ables are correlated with or caused by something more 
fundamental.

In recent de cades, much attention in the economic 
growth and development lit er a ture has focused on the 
role of institutions. When economists talk about institu-
tions, they are referring to the rules that constrain  human 
economic and social be hav ior. The late Nobel laureate 
Douglass North (1991, 98), whose major contribution was to 
make institutions more central to economic theory, defined 
institutions as “rules of the game.” Rules bind  human 
be hav ior and shape the incentives  people face in their eco-
nomic lives. Some rules are formal, such as laws written by 
legislatures or regulations written by regulatory agencies. 
Other rules are informal, such as social and cultural norms 
that pressure us to be kind to our neighbors or to tell the 
truth. Institutions are extremely impor tant for economic 
development—so impor tant that some prominent econo-
mists call institutions a “fundamental cause of long- run 
growth” (Acemoglu, Johnson, and Robinson 2005).

 Because institutions are so impor tant, economists some-
times add an index of social infrastructure to the produc-
tion functions in their models to estimate the contributions 
of institutions to economic growth. Such indices attempt 
to mea sure  things such as the strength of property rights in 
a country, the rule of law, credible contract arrangements, 
the level of corruption, social levels of trust, or the degree 
of rent- seeking in society.1 It turns out that social levels of 
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trust can explain some differences in growth rates across 
countries (Zak and Knack 2001). Trust is also negatively 
correlated with regulation (Aghion et al. 2010).

Several difficulties arise when using indices of social 
infrastructure. First, the quality of institutions is very dif-
ficult to mea sure, so economists must be creative when they 
attempt to do so. Second, social infrastructure tends to be 
correlated with other  factors, such as culture or religion. 
Max Weber (1930 [1904]), the German sociologist, thought 
the wealth of nations was driven in part by protestant values. 
As another example, an economist regressing output per 
worker on an index of social infrastructure in Switzerland 
might find a strong correlation between institutions and 
growth. But the fundamental cause of economic growth 
might simply be the Swiss culture that produces both strong 
institutions and steady growth. Most likely,  there is a feed-
back loop between culture and institutions whereby culture 
shapes institutions and institutions shape culture (Alesina 
and Giuliano 2015).

 There is a similar debate about the role that geogra-
phy plays in economic growth. It turns out that latitude is 
highly correlated with GDP per capita (Bloom and Sachs 
1998). For hundreds of years, observers have noticed that 
countries near the equator tend to be less developed than 
countries farther from the equator.2 Jared Diamond (1997) 
is one of the best- known scholars to argue for the impor-
tance of geography in economic development. He con-
tends that geo graph i cal happenstance determined might-
ily which groups  were able to adopt certain technologies, 
develop agriculture, or generate immunities from diseases. 
See figure 6.1.

Acemoglu, Johnson, and Robinson (2001) think that 
colonialism explains the link between institutions and 
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geography. They argue that during the colonial period 
Eu ro pe ans set up more inclusive institutions in places that 
had lower disease rates and a more hospitable environ-
ment for settlement. Alternatively, in  those places that 
 were less hospitable for economic development, such 
as parts of South Amer i ca, Eu ro pe ans created extractive 
institutions to expropriate wealth from  those regions— 
regions where they never planned to  settle permanently. 
 These inclusive and extractive institutions persisted long 
 after colonists left,  either facilitating long- run growth or 
entrenching a culture of rent- seeking and corruption.

The debate about institutions and geography is far from 
settled. Some economists, such as Rodrik, Subramanian, 
and Trebbi (2004), argue that the effects of geography are 
weak and that they still operate primarily through insti-
tutional quality. Other economists, such as Sachs (2003), 
point to examples where geography has had direct effects 
on income per capita without any link to institutions. For 

Figure 6.1. GdP per capita and latitude, 2014

Sources: Hall and Jones 1999; World Bank Development Indicators.
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example, many debilitating diseases, such as malaria, are 
far more common in areas near the equator. Distance from 
a coast also  matters. Indeed, Adam Smith noted that cit-
ies with access to  water tended to have higher living stan-
dards, which he attributed to access to global markets.

In all likelihood, geography does have direct effects on 
growth while also contributing to growth through institu-
tions. But even more fundamental forces could be driving 
institutions. Comin, Easterly, and Gong (2010) point out 
that countries’ practices of technology adoption from as 
far back as 1000 BC are strongly correlated with income 
per capita and technology adoption practices  today. Using 
migration data to control for the historical places of ori-
gin of modern populations,  these authors find that certain 
 peoples, for cultural, historical, or perhaps ge ne tic reasons, 
have been more open to adopting new technologies. For 
what ever reason,  these tendencies seem to have persisted 
for hundreds, even thousands, of years.

This observation suggests that something much deeper 
may be  going on than just cultural forces. Spolaore and 
Wacziarg (2013) point to some of the transmission mecha-
nisms by which our ancestors might have passed on traits 
that support economic development, some of which are 
biological. G. Jones (2012) shows how cognitive skill is 
associated with technology diffusion, which comports 
with the idea that  human capital and technology transfer 
are closely related. Perhaps intelligence even influenced 
 human migration patterns thousands of years ago, lead-
ing to a connection between intelligence and geography. 
In fact, time preference and geography appear to be linked 
(Galor and Özak 2014). Furthermore, patience contributes 
to savings and capital formation, and high- intelligence 
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 people tend to be more patient (G. Jones 2015). At some 
point, economists may need to endogenize the par ameters 
ρ and θ for under lying ge ne tic characteristics.

Another possibility is that better nutrition improves 
cognitive skills, which facilitates  human capital devel-
opment and, by extension, spurs growth. Better health is 
strongly associated with higher income (Smith 1999), and 
negative health outcomes, such as child mortality, tend to 
fall with higher income. This is demonstrated in figure 6.2. 
Perhaps one reason  humans lived in grinding poverty for 
so many thousands of years was simply  because they  were 
not healthy enough to build  human capital. With adequate 
nourishment came opportunities to invent, to develop skills, 
and to build social infrastructure. This history suggests 
that health, geography, culture, cognitive skill, institu-
tions, patience, ideas, and growth are all linked.

Unfortunately, the lessons for regulators  here are far 
from clear. Respecting private property rights, enforc-
ing contracts, and resisting the temptation to expropriate 
wealth all facilitate good institutions and improve growth. 

Figure 6.2. GdP per capita and child mortality, 2014

Source: World Bank Development Indicators.
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It certainly cannot hurt for policymakers to aspire to  these 
goals. But it is also not clear that in  those places that lack 
good institutions the solution is simply to plant new insti-
tutions in place of old ones. Under lying forces, like the 
roots of a weed, may prevent healthy institutions from 
arising in the first place. Simply pulling the weed from 
the dirt  will not change the under lying fundamentals that 
caused the weed to grow in the first place.

A better option is for regulators to embrace a culture 
that re spects new technologies. What ever the under lying 
 causes, cultures that are more open to new technologies 
tend to thrive. Regulators should resist the demands of 
interest groups that are displaced by new technologies and 
should work to explain to the public the benefits of new 
technologies, even when  those benefits also carry risks. 
Regulators who encourage safe experimentation with new 
technologies  will promote growth more than  those who 
act as gatekeepers to technological change.

the role oF PoPulatIon

As far back as the late 18th  century (Malthus 1798), debate 
has raged among economists about  whether a growing 
population raises living standards or promotes poverty. 
The Solow model takes the extreme position that faster 
population growth lowers the level of output per person, 
whereas other models, such as the Romer model, go to the 
opposite extreme.

The truth prob ably lies between  these two positions, 
but where along the continuum the world lies is unclear. 
Empirically, the relationship between population and 
growth is vague. Many countries with fast population 
growth have historically grown slowly, whereas places 
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with slow population growth often grow quickly. Only 
at the global level is the relationship between population 
and output per worker fairly reliable; even this relation-
ship might be misleading if the correlation exists  because 
it is rising income that allows more  people to inhabit the 
earth.

A bias permeates the lit er a ture on the economics of ideas 
as well, which is that only good ideas result from having 
more  people. But of course,  people come up with bad ideas 
all the time. Sometimes bad ideas can take civilization down 
wrong turns, thereby leading to terrible destruction and mis-
ery. Communism is a particularly salient example of a bad 
idea that has destroyed millions of lives and that has taken 
several generations to recover from.

Sometimes the prob lem is not  whether  there are too 
many or too few  people but instead  whether a fixed num-
ber of  people are allocated optimally across professions. 
Many  people are not able to be as productive as they could 
be  because they cannot, for one reason or another, enter 
the profession where they would be most productive. One 
reason for this might be discrimination (Hsieh et al. 2013). 
Policies that limit the  free movement of  people can also 
lead to a suboptimal allocation of  people in the  labor force. 
In cases where freedom of movement is necessarily lim-
ited, such as internationally, public policies that promote 
trade might improve the allocation of resources without 
requiring  people to move.

Micro- level misallocations of  these kinds can actually 
lower total  factor productivity at the macro- level, thereby 
lowering growth rates (C. I. Jones 2013). The channels 
by which micro- misallocations lead to macroeconomic 
inefficiencies remain poorly understood, but some kind of 
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spillover effect is an obvious pos si ble explanation. The best 
option for policymakers is to, wherever pos si ble, allow  free 
movement of  people, discourage discriminatory practices, 
and encourage trade across regions where movement is 
necessarily limited.
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Many economists would love to claim that all a 
society needs to spur faster economic growth 
is more investment in R&D and more immigra-

tion. Indeed, some economists do make such proclama-
tions. But nothing is so  simple when it comes to economic 
growth. Most likely  there are diminishing returns to 
many inputs in production, including  labor, R&D, capital, 
and  human capital. As a result, it is very hard to increase 
growth rates sustainably over the long term. And that may 
be a core reason why very long- run growth rates have held 
remarkably constant in higher- income countries over the 
past  century and a half.

Nonetheless,  there are some takeaways from the growth 
models surveyed in this book. The first lesson is twofold: 
(a) innovation  matters and (b) a culture that embraces 
innovation should be promoted to a  great extent. This book 
identifies a number of sources of innovation, including 
formal education and job training, informal tacit learn-
ing through experience and specialization, new products, 
quality improvements, and knowledge transfer through 
imitation. Regulators should seek to nurture and promote 
 these sources of innovation, to avoid encouraging fear 
of new technology, and to support a culture of pro gress 
through technological change.

7

Conclusion
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Another lesson of this book is that the cumulative effect 
of all policies is likely to  matter most for economic growth. 
A single policy by itself prob ably  will not have growth rate 
effects  unless it encourages or discourages the adoption 
of a general purpose technology. Together, however, all 
policies can interact in ways that cause growth rate effects. 
This fact is particularly impor tant  because the regulatory 
code in the United States has consistently grown over time. 
As figure 7.1 demonstrates, federal regulation in this coun-
try has been growing, in terms of both the number of pages 
in the Code of Federal Regulations and the number of regu-
latory restrictions contained in the code. This means the 
regulatory system has become more complex over time, 
which in turn implies that significant unintended conse-
quences of policy are more likely to occur.  Going forward, 
policymakers need to address the impor tant prob lem of 
how to control the growth of regulation.

Regulators must also approach potential GPTs with 
 great care. They should seek to create a climate whereby 
discovery of new GPTs is more likely to occur and where 
the development and diffusion of potential GPTs is not sti-
fled. Nanotechnology and biotechnology are two possibili-
ties for what the next GPTs might be. Although GPTs can 
also create disruptions to par tic u lar subsets of the popula-
tion, the long- run benefits generally vastly outweigh the 
costs, and the benefits should be explained to the public in 
the clearest terms pos si ble.

Capital accumulation is another impor tant contribu-
tor to economic growth. Thus,  there is wisdom to the idea 
that a penny saved is a penny earned. More investment 
 will generally lead to the kind of cautious growth that is 
more palatable to the public than disruptive technologi-
cal change. However,  there is such a  thing as too much 



Figure 7.1. Growth of us regulation over time
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for stylistic changes in the code over time.

Source: Dawson and Seater 2013, data update to 2015 provided by the authors.

Source: Al- Ubaydli and McLaughlin 2015.
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of a good  thing. If the optimal level of capital per worker 
is exceeded, such as when the elasticity of substitution 
between capital and  labor rises high enough,  there may be 
reasons to limit capital accumulation. Furthermore, levels 
of consumption ultimately determine standards of living, 
so encouraging consumption can also make sense.

 Human capital accumulation clearly  matters, but job 
skills can come in many forms— from formal training to 
on- the- job experience. Obtaining both forms of skills 
requires tradeoffs. Competition policy is also impor tant, 
and regulations that stifle competition by preventing 
new firms from entering an industry, setting maximum 
or minimum pricing, restricting quantities, or granting 
arbitrary mono poly privileges to firms or industries  will 
stifle the learning- by- doing pro cess, which is impor tant 
to economic pro gress.

Trade also encourages growth by expanding the size 
of markets, allowing greater specialization, and trans-
ferring knowledge from one part of the globe to another. 
Intellectual property protections are also desirable, within 
reason. New technologies and global trade  will not ben-
efit every one equally, however.  There are impor tant dis-
tributional consequences to consider. Over time, it may 
be become easier to substitute  people with machines, and 
businesses  will be attracted to the areas where  labor is 
cheapest. At the very least, regulators should seek not to 
exacerbate inequalities that arise from  these forces. They 
should not give an unfair advantage to capital over  labor, 
and they should not create incentives whereby the best 
way to get ahead is through po liti cal connections and rent- 
seeking as opposed to serving customers.

Even if any single regulation is unlikely to produce 
growth rate effects, regulations should nurture and not 
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stifle the  factors known to be impor tant for growth.  These 
 factors include productivity, investment, competition, 
 human capital, institutions, and all the vari ous forms of 
technological innovation.

 After 60 years of modern economic growth theory, our 
ability to predict the growth implications of public poli-
cies may be better than many  people realize. Yet given the 
vast uncertainties confronting regulators, a strong sense 
of humility is required. Critical puzzles in growth theory 
remain to be fully explained, and it is prob ably easier for 
regulators to slow economic growth than it is for them to 
accelerate it. Perhaps the framework presented  here  will 
help bridge theory and practice by providing a theoretical 
foundation for regulators. Such a foundation could move 
economics closer to solving the remaining puzzles while 
improving the design and implementation of the regula-
tions that govern our lives.
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recommended resources

Below is a list of resources for professors, students, policymakers, and 
 others who wish to advance their understanding of regulation and eco-
nomic growth beyond the general survey provided in this book.

ECONOMIC GROWTH MODELS
A useful survey of the models of economic growth is
Jones, Charles I. 2001. Introduction to Economic Growth, 2nd ed. New 

York: W. W. Norton.

For a more sophisticated review of the growth models, see
Barro, Robert J., and Xavier Sala- i- Martin. 2004. Economic Growth, 

2nd ed. Cambridge, MA: MIT Press.

THE SOLOW MODEL
 There are some useful online videos for  those just getting introduced to 
the Solow Model. For example, see
Cowen, Tyler, and Alex Tarrabok. 2012. “The Solow Model 

1— Introduction.” Development Economics. Marginal Revolution 
University video, http:// www . mruniversity . com / courses / development 
- economics / solow - model - 1 - %E2%80%93 - introduction.

Berkeley professor Brad DeLong has a very handy Excel- based version of 
the Solow model, available at
DeLong, J. Bradford. 2006. “Solow Growth Model Scenario Generator 

Spreadsheet.” http:// delong . typepad . com / print / 20060829 _ Solow 
_ growth . xls

And, of course,  there is the paper that started it all:
Solow, Robert M. 1956. “A Contribution to the Theory of Economic 

Growth.” Quarterly Journal of Economics 70 (1): 65–94.
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REGULATION
For an overview of the federal regulatory pro cess in the United States, as 
well as a summary of the main theories used to explain regulation, see
Dudley, Susan E., and Jerry Brito. 2012. Regulation: A Primer, 2nd ed. 

Arlington, VA: Mercatus Center at George Mason University; 
Washington, DC: The George Washington University Regulatory 
Studies Center.

For recent estimates of the total cost of US federal regulation, see
Dawson, John W., and John J. Seater. 2013. “Federal Regulation and 

Aggregate Economic Growth.” Journal of Economic Growth 18 (2): 
137–77.

Coffey, Bentley, Patrick A. McLaughlin, and Pietro Peretto. 2016. “The 
Cumulative Cost of Regulations.” Mercatus Working Paper. Arlington, 
VA: Mercatus Center at George Mason University.

 Those looking for new ways of quantifying regulation in the United States 
should see
Al- Ubaydli, Omar, and Patrick A. McLaughlin. 2014. “RegData: A 

Numerical Database on Industry- Specific Regulations for All United 
States Industries and Federal Regulations, 1997–2012.” Regulation and  
Governance, doi:10.1111/rego.12107.

Visit www.RegData.org and www.QuantGov.org to download data on 
regulatory restrictions in the United States.
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dIscussIon QuestIons

The following questions are designed for use in a classroom setting, to 
stimulate discussion or as a basis for homework assignments or exam 
exercises. The questions should also prove helpful for identifying original 
research topics related to the consequences of regulation for economic 
growth and living standards.

CHAPTER 1. INTRODUCTION
1. What is economic growth and why should anyone be concerned 

about it? Should other  factors, such as  factors that are not included 
in a mea sure like GDP, hold more weight with economists and 
 policymakers?

2. What are regulations? How are  legal and nonlegal regulations 
 diff er ent from one another? How are they similar?

CHAPTER 2. THE FUNDAMENTALS  
OF ECONOMIC GROWTH

1. Aside from investing, name an example from everyday life 
where the power of compounding is pres ent. What are the practi-
cal implications of an increase or a decrease in the growth rate 
or interest rate in your example?

2. How do the levels of income per person in  table 2.2 correspond 
with what you think about living standards in diff er ent countries? 
Do they seem about right? In what ways do  these numbers seem 
inaccurate? Are you surprised by which countries’ economies grew 
relatively quickly or slowly during the period analyzed? Why or 
why not?

3. What are the two diff er ent types of economic growth? Why might 
one type of economic growth increase while the other decreases?

4. If a country’s GDP is growing at 3  percent per year, how long  will it 
take for national income to double? What about when the growth 
rate is 4  percent? Now consider that accompanying this 4  percent 
growth in GDP is population growth of 2  percent per year. How 
fast  will GDP per capita double  under  these conditions? What if 
the population growth rate is 3  percent?
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5. Which aspects of the Solow model are the most realistic in their 
portrayal of aspects of the real world? Which aspects of the model 
are the most unrealistic? Do the unrealistic aspects of the model 
limit the practical use of the model? Why or why not?

6. What is an economy’s balanced growth path? How does it relate 
to an economy’s steady state? What role does capital play with 
re spect to  these two concepts?

CHAPTER 3. CLASSIFICATION OF GROWTH EFFECTS
1. Explain (in words) the difference between a growth rate effect, 

a level effect, and a transitory growth effect.
2. University of California at Berkeley economist Bradford DeLong 

has created a useful Excel version of the Solow model. Download 
the Excel file (DeLong 2006, http:// delong . typepad . com / print 
/ 20060829Solowgrowth . xls) and use it to produce graphs 
 showing a negative growth rate effect, a positive level effect, 
and a negative transitory growth effect. Hint: This last graph 
may require some manipulations to the spreadsheet.

3. Looking at the DeLong Solow model spreadsheet, what role does 
the efficiency of  labor play in the model? How does this relate to 
the concepts discussed in chapter 3 of this book? How does the 
efficiency of  labor relate to the wages of workers?

4. What are the two diff er ent types of level effect? How are they 
similar and how do they differ?

5. What are the intragenerational and intergenerational distributional 
implications of the diff er ent types of growth effects? How might 
 these differences in who receives the benefits of policy and who 
bears the costs affect which policies get  adopted?

6. Name some potential  future general purpose technologies that are 
not listed in  table 3.1. What makes them likely to be GPTs?

7. How are the diff er ent types of growth effects related to one 
another? Why might  these effects be difficult to distinguish in the 
real world?

8. What might be some reasons for the relatively per sis tent growth 
rate of income per person in the United States over the last 
 century and a half?

9. The precautionary princi ple has been advanced as a way to protect 
the public from risky new technologies. What are the tradeoffs 
involved, from both an intragenerational and an intergenerational 
perspective, with letting the precautionary princi ple guide policy 
decisions?

CHAPTER 4. HOW REGULATIONS ENTER  
THE ECONOMIC SYSTEM

1. Why is the cumulative effect of all regulations together likely to 
have a bigger impact on GDP than the sum of the effects of all the 
same regulations viewed in isolation?
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2. Provide an example of two real- world policies that interacted with 
one another,  either beneficially or problematically, in a way that 
policymakers failed to anticipate.

3. Some highly specific products or technologies end up being vital 
inputs in complex production chains. Can you name a regulation 
that targeted a very specific production input of seemingly minor 
importance but that ended up having very broad consequences?

4. In an 1813 letter to Isaac McPherson, Thomas Jefferson wrote, “If nature 
has made any one  thing less susceptible than all  others of exclusive 
property, it is the actions of the thinking power called an idea, which an 
individual may exclusively possess as long as he keeps it to himself; 
but the moment it is divulged, it forces itself into the possession of 
 every one, and the receiver cannot dispossess himself of it.” Describe 
the relationship between ideas and property rights and the balancing 
act that is required when policymakers design patent protections.

CHAPTER 5. MODELS OF ECONOMIC GROWTH
1. What are the main differences between the models found in this 

chapter and the Solow model from chapter 2?
2. What are the diff er ent forms of innovation discussed in this chap-

ter and how do they relate to  human knowledge?
3. The Solow model suggests that the degree to which a country saves 

“only” produces a level effect, but other models suggest other-
wise (e.g., the AK model). Which is right? What do the data say?

4. Consider the case where the government imposes a tax on all 
investments, such that a wedge is driven between the rate at 
which individuals lend to businesses and the rate of return that 
businesses must earn in order to justify borrowing at the market 
interest rate. How would this policy influence individual saving and 
consumption decisions? What effect would this policy have on 
economic growth in the diff er ent models?

5. Some knowledge is clearly excludable, while other knowledge is 
not. What are some examples of excludable and nonexcludable 
knowledge? How does “tacit knowledge,” which cannot be easily 
written down or transmitted from one person to another, relate to 
excludability? Which models reviewed in this chapter best capture 
the concept of tacit knowledge?

6. What are the diff er ent types of catch-up growth? How does the 
phenomenon of diminishing returns lead to convergence in growth 
rates across countries, and even across firms?

7. How do externalities show up in growth models? What are some 
examples of growth models that incorporate externalities? Can you 
name any other externalities (positive or negative) occurring in the 
production pro cess that could have spillover effects on growth?

8. Which models suggest that unintended consequences of  human 
interaction contribute to economic growth? How does this phe-
nomenon play out in the models? Which models describe growth 
as a more purposeful activity on the part of  people?
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9. What are some roles that the government can play to improve 
market allocations of resources? What information does a govern-
ment need in order to respond effectively to the specific inefficien-
cies you identified?

10. What is the elasticity of substitution between capital and  labor and 
how does it relate to in equality?

CHAPTER 6. THE ROLES OF INSTITUTIONS  
AND POPULATION

1. This book has discussed a range of pos si ble outcomes that popula-
tion growth can have on living standards. What do the diff er ent 
models of growth predict could occur owing to changes in popu-
lation growth? Broadly speaking, is having more  people on the 
planet good of bad for growth?

2. How might lessons from the growth models inform immigration 
policy? Does the type of immigration into a country  matter for liv-
ing standards? What about restrictions on the  free movement of 
 people within countries?

3. What variables do you think should be endogenized that have not 
been yet? How might economists go about explaining  these vari-
ables in their models in the  future?

4. What are institutions? What do you think of this term? Why might 
a catch- all term like “institutions” not be helpful when it comes 
to disentangling the diff er ent determinants of economic growth? 
How do institutions differ from policies enacted by governments?

5. Find a map and pick 15 countries that have area within 20 degrees of 
latitude (north or south) of the equator. Put together a  table that lists 
the GDP per capita of each of  these countries. Next create a  table 
for 15 countries that are farther from the equator than 20 degrees 
of latitude. Create another  table for countries that are landlocked 
(regardless of latitude). What lessons can you draw from this exercise?

CHAPTER 7. CONCLUSION
1.  After reading this book, what do you think are the most impor tant 

contributors to economic growth? What questions remain to be 
answered by growth economists in the  future?

2. Which types of regulations are likely to most affect growth? Can 
you provide an example of a specific rule that may have produced 
a (positive or negative) growth rate effect? What is your evidence? 
Can you provide an example of a rule that may have produced a 
level effect or a transitory growth effect?

3. Go to www . regdata . org and download data on federal regula-
tory restrictions. Use the data to produce a list of the ten most- 
regulated industries for the most recent year data are available. Is 
 there anything surprising about this list?

4. Is GDP a good mea sure of living standards? What are some of its 
limitations? What are its advantages? Is  there another mea sure of 
living standards that is superior? If so, why?
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notes

FOREWORD
1. Charles I. Jones, “The Facts of Economic Growth,” version 2.0 

(working paper, Stanford Gradu ate School of Business and National 
Bureau of Economic Research, December 18, 2015).

2. Bret Stephens, “Doomed to Stagnate?” Wall Street Journal, 
December 19, 2016.

CHAPTER 2. THE FUNDAMENTALS OF ECONOMIC GROWTH
1. See C. I. Jones (2000) and D. Romer (2011, 26) for specifics on how 

to obtain equation (2.7).
2. For example, see Barro and Sala- i- Martin (2004, 59).

CHAPTER 3. CLASSIFICATION OF GROWTH EFFECTS
1. Figure 3.1 as well as similar figures in this chapter  were produced 

by modifying an impressive Excel version of the Solow model built 
by University of California at Berkeley economist Bradford DeLong 
(2006).

2. See Lipsey, Bekar, and Carlaw (1998) for an in- depth discussion of 
the definition of GPTs.

3. See Lipsey, Bekar, and Carlaw (2005, 379–84) for examples of such 
models.

4. See, for example, Conway et al. (2006); Égert (2016); Erlandsen 
and Lundsgaard (2007); Garicano, LeLarge, and Van Reenen (2013); 
and Nicoletti and Scarpetta (2003).

5. Note, however, that the level of the  labor force has permanently 
increased.

6. The Car Allowance Rebate System, which came to be known as “cash 
for clunkers,” was a 2009 federal program that provided incentives 
to consumers to turn in less fuel-efficient vehicles and purchase new, 
more fuel-efficient vehicles.
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CHAPTER 5. MODELS OF ECONOMIC GROWTH
1. This expression is clearly an oversimplification,  because some 

 people who are not in the  labor force  will be  doing  things other 
than obtaining new skills.

2. For a description and an illustration of this point, see Weil (2013, 234).

CHAPTER 6. THE ROLES OF INSTITUTIONS  
AND POPULATION
1. For examples of this approach, see Hall and Jones (1999) and 

Knack and Keefer (1995).
2. See, for example, Montesquieu (1989 [1748]), who was an early 

observer of this fact.
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