Appendix: Inter-Rater Reliability of the Regulatory Report Card


When multiple individuals rate the same object, they may agree or disagree on the rating that the object merits.  The Regulatory Report Card was designed to yield consistent agreement among raters trained in the project’s system of evaluation.
 Several features of our evaluation system are likely to increase agreement among raters without introducing bias:

· All members of the rating team receive extensive training in which several of the same proposed regulations are evaluated, scores are compared, and major differences are discussed until everyone clearly understands scoring standards;

· We distributed to all members of the rating team written guidelines that describe practices that would justify various scores in most cases.

· Each regulation is scored by two different team members, and after the initial round of scoring, the two raters discuss any differences until they achieve consensus on the score that is deserved.
We have performed extensive statistical analyses to test whether our system does indeed achieve consistent agreement among raters.  

The degree to which different raters agree on how to rate an object is called inter-rater reliability (also called inter-rater agreement or concordance).  We conducted inter-rater reliability analyses to produce measures of the likelihood that the evaluation system would reliably produce similar results if a different set of trained evaluators rated the same set of RIAs.  One commonly used statistical measure of inter-rater reliability is the Cohen kappa index.
 The Cohen’s kappa for the entire sample equaled 0.4506 prior to any reconciliation among the raters, and equaled the maximum of 1 after reconciliation.  The former of these numbers indicates that, prior to any discussion among the two raters of a regulation, there was moderate agreement among the raters according to commonly used rules of thumb.
   After discussion on differences on particular scores, however, Cohen’s kappa indicated the maximum possible agreement between raters.
  


We also examined agreement matrices for all questions together and for each individual question.  The goal of examining agreement matrices is to ensure that the evaluation system leads to substantial agreement between raters, regardless of who was doing the evaluation or which regulation was evaluated.  Each agreement matrix plots all scoring pairs’ ratings prior to any discussion between the two raters, with one scorer’s ratings on a vertical scale and the other’s on a horizontal scale. Perfect agreement between raters (regardless of which regulation was being rated) would be indicated by a concentration of all observations along the diagonal of each matrix, and agreement in general is indicated by density along and near the diagonal.  
As the relative density along the diagonal in Table 1 shows, even prior to any discussion and deliberation about differences in ratings, the scores produced by different raters for each regulation were not often very different from each other.  Specifically, 92.9 percent of all pairs of ratings scored within 2 of each other, with about 39 percent exhibiting perfect agreement, another 39 percent of the ratings pairs falling within one point of each other, and 15 percent falling two points from each other.
Table 1: Agreement Matrix, All Criteria

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	90
	55
	29
	11
	8
	2
	195

	1
	46
	114
	51
	20
	15
	2
	248

	2
	27
	76
	82
	61
	34
	8
	288

	3
	10
	33
	55
	114
	53
	20
	285

	4
	6
	15
	25
	62
	90
	20
	218

	5
	2
	5
	11
	12
	37
	31
	98

	Total
	181
	298
	253
	280
	237
	83
	1332

	
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	521
	0.391
	
	
	

	1
	
	
	516
	0.387
	
	
	

	2
	
	
	200
	0.150
	
	
	

	>2
	
	
	95
	0.071
	
	
	


Tables 2 – 13 show agreement matrices for criteria 1-12, and we see similar results in those tables. In general, all of the criteria exhibit remarkable agreement, regardless of who is doing the rating or which regulation is being rated. 

Table 2: Criterion 1 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	3
	1
	1
	0
	4
	0
	9

	1
	0
	1
	0
	0
	1
	0
	2

	2
	1
	0
	2
	0
	1
	2
	6

	3
	2
	0
	1
	13
	7
	8
	31

	4
	1
	0
	1
	2
	16
	9
	29

	5
	1
	0
	2
	3
	13
	15
	34

	Total
	8
	2
	7
	18
	42
	34
	111

	
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	50
	0.45045
	
	
	

	1
	
	
	33
	0.297297
	
	
	

	2
	
	
	15
	0.135135
	
	
	

	>2
	
	
	13
	0.117117
	
	
	


Table 3: Criterion 2 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	5
	0
	0
	0
	0
	0
	5

	1
	1
	12
	4
	1
	1
	1
	20

	2
	1
	8
	10
	6
	2
	0
	27

	3
	0
	3
	8
	10
	5
	3
	29

	4
	0
	1
	3
	7
	7
	2
	20

	5
	1
	0
	1
	2
	3
	3
	10

	Total
	8
	24
	26
	26
	18
	9
	111

	
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	47
	0.423
	
	
	

	1
	
	
	44
	0.396
	
	
	

	2
	
	
	15
	0.135
	
	
	

	>2
	
	
	5
	0.045
	
	
	


Table 4: Criterion 3 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	4
	1
	0
	2
	0
	0
	7

	1
	2
	6
	5
	4
	0
	0
	17

	2
	1
	2
	6
	11
	3
	0
	23

	3
	0
	2
	8
	14
	7
	2
	33

	4
	1
	0
	3
	6
	10
	0
	20

	5
	0
	0
	3
	2
	4
	2
	11

	Total
	8
	11
	25
	39
	24
	4
	111

	 
	 
	 
	 
	 
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	42
	0.378
	
	
	

	1
	
	
	46
	0.414
	
	
	

	2
	
	
	17
	0.153
	
	
	

	>2
	
	
	6
	0.054
	
	
	


Table 5: Criterion 4 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	1
	0
	2
	2
	0
	0
	5

	1
	0
	2
	1
	0
	1
	0
	4

	2
	0
	2
	7
	4
	3
	1
	17

	3
	1
	1
	6
	17
	5
	0
	30

	4
	0
	2
	8
	14
	18
	1
	43

	5
	0
	1
	3
	1
	5
	2
	12

	Total
	2
	8
	27
	38
	32
	4
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	47
	0.423
	
	
	

	1
	
	
	38
	0.342
	
	
	

	2
	
	
	15
	0.135
	
	
	

	>2
	
	
	11
	0.099
	
	
	


Table 6: Criterion 5 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	3
	6
	5
	1
	1
	0
	16

	1
	3
	6
	3
	4
	1
	0
	17

	2
	2
	5
	6
	4
	7
	0
	24

	3
	0
	2
	2
	8
	10
	1
	23

	4
	0
	1
	0
	7
	16
	2
	26

	5
	0
	1
	1
	0
	2
	1
	5

	Total
	8
	21
	17
	24
	37
	4
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	40
	0.360
	
	
	

	1
	
	
	44
	0.396
	
	
	

	2
	
	
	21
	0.189
	
	
	

	>2
	
	
	6
	0.054
	
	
	


Table 7: Criterion 6 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	15
	14
	5
	2
	1
	0
	37

	1
	7
	8
	3
	2
	3
	0
	23

	2
	3
	8
	8
	2
	4
	0
	25

	3
	0
	3
	1
	2
	2
	0
	8

	4
	0
	1
	1
	5
	6
	1
	14

	5
	0
	0
	1
	2
	0
	1
	4

	Total
	25
	34
	19
	15
	16
	2
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	40
	0.360
	
	
	

	1
	
	
	43
	0.387
	
	
	

	2
	
	
	20
	0.180
	
	
	

	>2
	
	
	8
	0.072
	
	
	


Table 8: Criterion 7

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	8
	7
	0
	0
	0
	0
	15

	1
	1
	11
	11
	2
	0
	0
	25

	2
	2
	9
	10
	7
	5
	0
	33

	3
	0
	2
	2
	15
	5
	1
	25

	4
	0
	0
	1
	3
	6
	0
	10

	5
	0
	0
	0
	0
	3
	0
	3

	Total
	11
	29
	24
	27
	19
	1
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	50
	0.450
	
	
	

	1
	
	
	48
	0.432
	
	
	

	2
	
	
	13
	0.117
	
	
	

	>2
	
	
	0
	0.000
	
	
	


Table 9: Criterion 8 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	1
	4
	1
	0
	0
	0
	6

	1
	0
	14
	10
	0
	0
	0
	24

	2
	0
	14
	9
	13
	2
	0
	38

	3
	0
	3
	10
	13
	3
	1
	30

	4
	0
	0
	2
	4
	6
	0
	12

	5
	0
	0
	0
	0
	1
	0
	1

	Total
	1
	35
	32
	30
	12
	1
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	43
	0.387
	
	
	

	1
	
	
	59
	0.532
	
	
	

	2
	
	
	9
	0.081
	
	
	

	>2
	
	
	0
	0.000
	
	
	


Table 10: Criterion 9 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	4
	5
	3
	1
	1
	0
	14

	1
	8
	11
	0
	4
	3
	0
	26

	2
	3
	5
	5
	4
	3
	2
	22

	3
	0
	7
	3
	9
	3
	2
	24

	4
	0
	5
	0
	6
	2
	1
	14

	5
	0
	2
	0
	2
	4
	3
	11

	Total
	15
	35
	11
	26
	16
	8
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	34
	0.306
	
	
	

	1
	
	
	39
	0.351
	
	
	

	2
	
	
	24
	0.216
	
	
	

	>2
	
	
	14
	0.126
	
	
	


Table 11: Criterion 10 

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	6
	4
	4
	2
	1
	0
	17

	1
	7
	10
	4
	1
	2
	0
	24

	2
	6
	5
	4
	5
	2
	3
	25

	3
	1
	5
	5
	4
	4
	2
	21

	4
	1
	3
	3
	5
	2
	3
	17

	5
	0
	1
	0
	0
	2
	4
	7

	Total
	21
	28
	20
	17
	13
	12
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	30
	0.270
	
	
	

	1
	
	
	44
	0.396
	
	
	

	2
	
	
	23
	0.207
	
	
	

	>2
	
	
	14
	0.126
	
	
	


Table 12: Criterion 11

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	18
	3
	4
	1
	0
	1
	27

	1
	12
	21
	4
	0
	2
	0
	39

	2
	3
	10
	5
	3
	1
	0
	22

	3
	4
	2
	7
	4
	2
	0
	19

	4
	1
	1
	2
	0
	0
	0
	4

	5
	0
	0
	0
	0
	0
	0
	0

	Total
	38
	37
	22
	8
	5
	1
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	48
	0.432
	
	
	

	1
	
	
	41
	0.369
	
	
	

	2
	
	
	12
	0.108
	
	
	

	>2
	
	
	10
	0.090
	
	
	


Table 13: Criterion 12

	
	
	
	Score2
	
	
	
	

	Score1
	0
	1
	2
	3
	4
	5
	Total

	0
	22
	10
	4
	0
	0
	1
	37

	1
	5
	12
	6
	2
	1
	1
	27

	2
	5
	8
	10
	2
	1
	0
	26

	3
	2
	3
	2
	5
	0
	0
	12

	4
	2
	1
	1
	3
	1
	1
	9

	5
	0
	0
	0
	0
	0
	0
	0

	Total
	36
	34
	23
	12
	3
	3
	111

	 
	
	
	
	
	
	
	

	Distance from diagonal
	Observations
	Percentage
	
	
	

	0
	
	
	50
	0.450
	
	
	

	1
	
	
	37
	0.333
	
	
	

	2
	
	
	16
	0.144
	
	
	

	>2
	
	
	8
	0.072
	
	
	


� This is an appendix to Jerry Ellig, Patrick A. McLaughlin, and John F. Morrall III, “Continuity, Change, and Priorities: The Quality and Use of Regulatory Analysis Across US Administrations,” Regulation & Governance (2012). Electronic Early View version available to journal subscribers at � HYPERLINK "http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1748-5991/earlyview" �http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1748-5991/earlyview�. We have also made this appendix available as a stand-alone document for readers who are curious about the reliability of the Report Card rating system generally.


� For more extensive explanation, see Jerry Ellig and Patrick A. McLaughlin, “The Quality and Use of Regulatory Analysis in 2008,” Risk Analysis 32 (2012), early view � HYPERLINK "http://onlinelibrary.wiley.com/doi/10.1111/j.1539-6924.2011.01715.x/abstract" �http://onlinelibrary.wiley.com/doi/10.1111/j.1539-6924.2011.01715.x/abstract�).
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