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l. INTRODUCTION

In time we hate that which we often
fear.
— William Shakespeare

Fear is an extremely powerful motivational force. In public policy
debates, appeals to fear are often used in an attempt to sway opinion
or bolster the case for action. Such appeals are used to convince
citizens that threats to individual or social wellbeing may be avoided
only if specific steps are taken. Often these steps take the form of
anticipatory regulation based on the precautionary principle.

Such “fear appeal arguments” are frequently on display in the
Internet policy arena and often take the form of a full-blown “moral
panic” or “technopanic.” These panics are intense public, political,
and academic responses to the emergence or use of media or
technologies, especially by the young. In the extreme, they result in
regulation or censorship.

While cyberspace has its fair share of troubles and troublemakers,
there is no evidence that the Internet is leading to greater problems
for society than previous technologies did. That has not stopped
some from suggesting there are reasons to be particularly fearful of
the Internet and new digital technologies. There are various
individual and institutional factors at work that perpetuate fear-
based reasoning and tactics.

This paper will consider the structure of fear appeal arguments in
technology policy debates and then outline how those arguments can
be deconstructed and refuted in both cultural and economic
contexts. Several examples of fear appeal arguments will be offered
with a particular focus on online child safety, digital privacy, and
cybersecurity. The various factors contributing to “fear cycles” in
these policy areas will be documented.

To the extent that these concerns are valid, they are best
addressed by ongoing societal learning, experimentation, resiliency,
and coping strategies rather than by regulation. If steps must be
taken to address these concerns, education and empowerment-
based solutions represent superior approaches to dealing with them
compared to a precautionary principle approach, which would limit
beneficial learning opportunities and retard technological progress.
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. ARGUMENTUM IN CYBER-TERROREM: A FRAMEWORK FOR EVALUATING FEAR
APPEALS

This section outlines the rhetorical framework at work in many
information technology policy debates today and explains why logical
fallacies underlie many calls for regulation. Subsequent sections will
show how these logical fallacies give rise to “technopanics” and “fear
cycles.”

A. Appeals to Fear as an Argumentational Device

Rhetoricians employ several closely related types of “appeals to
fear.” Douglas Walton, author of Fundamentals of Critical
Argumentation, outlines the argumentation scheme for “fear appeal
arguments” as follows:'

e Fearful Situational Premise: Here is a situation that is fearful
to you.

e Conditional Premise: If you carry out A, then the negative
consequences portrayed in the fearful situation will happen to
you.

e Conclusion: You should not carry out A.

This logic pattern here is referred to as argumentum in terrorem
or argumentum ad metum. A closely related variant of this
argumentation scheme is known as argumentum ad baculum, or an
argument based on a threat. Argumentum ad baculum literally means
“argument to the stick,” an appeal to force. Walton outlines the
argumentum ad baculum argumentation scheme as follows:*

e Conditional Premise: If you do not bring about A, then
consequence B will occur.

e Commitment Premise: | commit myself to seeing to it that B
comes about.

e Conclusion: You should bring about A.

As will be shown, these argumentation devices are at work in
many information technology policy debates today even though they

Douglas Walton, Fundamentals of Critical Argumentation (Cambridge:
Cambridge University Press, 2006), 285.

Ibid., 287.

2
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are logical fallacies or based on outright myths. They tend to lead to
unnecessary calls for anticipatory regulation of information or
information technology.

B. Deconstructing Fear Appeal Arguments: The Violent Media Case
Study

Consider a familiar example of an appeal to fear: Proposals to
control children’s exposure to violent television, movies, or video
games. The argument typically goes something like this:

e Fearful Situational Premise: Letting kids watch violent
television or movies, or play violent video games, will make
them violent in real life.

e Conditional Premise: If we allow children to play games that
contain violent content, then those children will behave
aggressively or commit acts of violence later.

e Conclusion: We should not let children see violent television
or movies or play violent games.

A closer examination of each of the elements of this argument
helps us to understand why appeals to fear may represent logical
fallacies or be based on myths.3

First, the situational and conditional premises may not be
grounded in solid empirical evidence. For example, in the above
illustration, it remains a hotly disputed issue whether there is any
connection between viewing depictions of violence and real-world
acts of violence. In this regard, another logical fallacy could also be at
work here: post hoc ergo propter hoc. That is, just because A
preceded B does not mean that A caused B. Stated differently,
correlation does not necessarily prove causation.”

> Adam Thierer, “Fact and Fiction in the Debate over Video Game Regulation,”

Progress on Point, no. 13.7 (Washington, D.C.: The Progress & Freedom
Foundation, March 20, 2006),

http://papers.ssrn.com/sol3/papers.cfm?abstract_id=985585.

* This is often the result of a confusion between probability and outcome. While

there may be a low probability that depictions of violence could lead to actual
violence, the dispute ought to be about the probability. What often happens is
the reverse: a particular episode is so upsetting that the fact of exposure to
violently themed media is assumed to be the most probable cause, even if it had
nothing to do with the incident.
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Second, and related to the previous objection, there may be other
environmental or societal variables that influence human behavior (in
this case, acts of aggression or violence) that must be factored into
any discussion of causality and, yet, may be difficult to separate or
treat as an independent variable. For example, what do we know
about a violent child’s upbringing, mental state, family situation,
relationships with other children, and so on?

Third, the premises assume all children react identically to
violently themed media, which is clearly not the case. Every child is
unique and has different capabilities and responses to visual stimuli.”
Many children will witness depictions of violence in movies,
television, or video games without suffering any negative cognitive
impact. Others may be adversely impacted by consumption of such
content.

Fourth, both the premises and conclusion ignore the possibility of
alternative approaches to managing children’s media exposure or
gradually assimilating them into different types of media experiences.
Even if one concedes that viewing some depictions of violence may
have some influence on some children, it does not necessarily follow
that government should limit or prohibit access to those depictions of
violence. There are methods of partially screening content or
teaching children lessons about such content that would not demand
a sweeping prohibition of all such content in society or even an
individual household.

This approach to deconstructing fear appeals is useful when
analyzing technopanics.

C. Technopanics

“Technopanics” are the real-world manifestations of fear appeal
arguments. A “technopanic” refers to an intense public, political, and
academic response to the emergence or use of media or
technologies, especially by the young.® It is a variant of “moral panic”
theory. Christopher Ferguson, professor at Texas A&M’s Department

> “Rarely do the debaters note that the same work may induce imitation in some

viewers and catharsis in others—or that the same person may respond
differently to different violent or sexual content.” Marjorie Heins, Not in Front of
the Children: “Indecency,” Censorship, and the Innocence of Youth (New York:

Hill and Wang, 2011), 228.

Adam Thierer, “Against Technopanics,” Technology Liberation Front, July 15,
2009, http://techliberation.com/2009/07/15/against-technopanics.
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of Behavioral, Applied Sciences, and Criminal Justice, offers the
following definition: “A moral panic occurs when a segment of society
believes that the behavior or moral choices of others within that
society poses a significant risk to the society as a whole.”’
Authoritative research on moral panic theory was conducted by
British sociologist Stanley Cohen in the 1970s. He defined a moral
panic as a moment when

a condition, episode, person or group of persons emerges
to become defined as a threat to societal values and
interests; its nature is presented in a stylized and
stereotypical fashion by the mass media; the moral
barricades are manned by editors, bishops, politicians and
other right-thinking people; socially accredited experts
pronounce their diagnoses and solutions; ways of coping
are evolved or resorted to . . . Sometimes the panic passes
over and is forgotten, except in folklore and collective
memory; at other times it has more serious and long-lasting
repercussions and might produce such changes as those in
legal and social policy or even the way the society conceives
itself.®

By extension, a “technopanic” is simply a moral panic centered on
societal fears about a particular contemporary technology (or
technological method or activity) instead of merely the content
flowing over that technology or medium. In a 2008 essay on “The
MySpace Moral Panic,” Alice Marwick noted that technopanics have
the following characteristics:

First, they focus on new media forms, which currently take
the form of computer-mediated technologies. Second,
technopanics generally pathologize young people’s use of
this media, like hacking, file-sharing, or playing violent video
games. Third, this cultural anxiety manifests itself in an
attempt to modify or regulate young people’s behavior,

Christopher J. Ferguson, “The School Shooting/Violent Video Game Link: Causal
Relationship or Moral Panic?” Journal of Investigative Psychology and Offender
Profiling, 5, nos. 1-2, (2008) 25-37,
http://onlinelibrary.wiley.com/doi/10.1002/jip.76/abstract.

Stanley Cohen, Folk Devils and Moral Panics: The Creation of the Mods and
Rockers, (London, UK: MacGibbon and Kee, 1972), 9.

8
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either by controlling young people or the creators or
producers of media products.’

Genevieve Bell, director of Intel Corporation’s Interaction and
Experience Research, notes that “moral panic is remarkably stable
and it is always played out in the bodies of children and women.”*°
“The first push-back is going to be about kids,” she observes. “Is it
making our children vulnerable? To predators? To other forms of
danger? We will immediately then regulate access.”*" She argues that
cultures sometimes adapt more slowly than technologies evolve and
that leads to a greater potential for panics.

This pattern has played out for dime novels, comic books, movies,
rock-and-roll music, video games, and other types of media or media
platforms.'> While protection of youth is typically a motivating factor,
some moral panics and technopanics transcend traditional “it’s-for-
the-children” rationales for information control. The perceived threat
may be to other segments of society or involve other values that are
supposedly under threat, such as privacy or security.

During all panics, the public, media pundits, intellectuals, and
policymakers articulate their desire to “do something” to rid society
of the apparent menace, or at least tightly limit it. Thus, the effort (a)
to demonize and then (b) to control a particular type of content or
technology is what really defines a true panic. Sociologists Erich
Goode and Nachman Ben-Yehuda, authors of Moral Panics: The Social
Construction of Deviance, observe that

whenever the question, “What is to be done?” is asked
concerning behavior deemed threatening, someone puts
forth the suggestion, “There ought to be a law.” If laws
already exist addressing the threatening behavior, either
stiffer penalties or a law enforcement crackdown will be
called for. Legislation and law enforcement are two of the

Alice Marwick, “The MySpace Moral Panic,” First Monday 13 nos. 62, (June
2008),
http://www.uic.edu/htbin/cgiwrap/bin/ojs/index.php/fm/article/view/2152/19
66.

Ben Rooney, “Women and Children First: Technology And Moral Panic,” Wall
Street Journal Tech Europe, July 11, 2011, http://blogs.wsj.com/tech-
europe/2011/07/11/women-and-children-first-technology-and-moral-panic.

Y Jbid.

12

10

Robert Corn-Revere, “Moral Panics, the First Amendment, and the Limits of
Social Science,” Communications Lawyer 28, no. 3 (2011).
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most obvious and widely resorted-to efforts to crush a
putative threat during a moral panic.13
Unsurprisingly, a rush to judgment is a common feature of many
panics. Such hasty judgments are often accompanied by, or the direct
result of, the threat inflation tactics discussed next.

D. Threat Inflation

The rhetorical device most crucial to all technopanics is “threat
inflation.” The concept of threat inflation has received the most
attention in the field of foreign policy studies.* In that context,
political scientists Jane K. Cramer and A. Trevor Thrall define threat
inflation as “the attempt by elites to create concern for a threat that
goes beyond the scope and urgency that a disinterested analysis
would justify.”*®

Thus, fear appeals are facilitated by the use of threat inflation.
Specifically, threat inflation involves the use of fear-inducing rhetoric
to inflate artificially the potential harm a new development or
technology poses to certain classes of the population, especially
children, or to society or the economy at large. These rhetorical
flourishes are empirically false or at least greatly blown out of
proportion relative to the risk in question. Some examples of how
threat inflation facilitates technopanics follow.

1. Cybersecurity Threat Inflation

Jerry Brito and Tate Watkins of the Mercatus Center have warned
of the dangers of threat inflation in cybersecurity policy and the
corresponding rise of the “cybersecurity industrial complex.”*®

The fear appeal for cybersecurity can be outlined as follows:

2 Erich Goode and Nachman Ben-Yehuda, Moral Panics: The Social Construction of

Deviance (Malden, MA: Blackwell Publishing, 1994), 82.

Chaim Kaufmann, “Threat Inflation and the Failure of the Marketplace of Ideas:
The Selling of the Iraq War,” International Security 29 (Summer 2004), 5-48,
http://belfercenter.ksg.harvard.edu/files/kaufmann.pdf.

14

> Jane K. Cramer and A. Trevor Thrall, “Framing Iraq: Threat Inflation in the

Marketplace of Values,” in American Foreign Policy and the Politics of Fear, ed.
A. Trevor Thrall and Jane K. Cramer (London: Routledge, 2009), 1.

Jerry Brito and Tate Watkins, “Loving the Cyber Bomb? The Dangers of Threat
Inflation in Cybersecurity Policy” (working paper, Mercatus Center at George
Mason University, Arlington, VA, 2011), 2.

16
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e Fearful Situational Premise: Cyber-attacks will be increasingly
sophisticated and eventually one could be catastrophic.

e Conditional Premise: If we do not regulate digital networks
and technologies soon, we will be open to catastrophic
attacks.

e Conclusion: Policymakers should comprehensively regulate
digital networks and technologies to secure us against attacks.

The rhetoric of cybersecurity debates illustrates how threat
inflation is a crucial part of this fear appeal. Frequent allusions are
made in cybersecurity debates to the potential for a “Digital Pearl
Harbor,”*’ a “cyber cold war,”*® a “cyber Katrina,”** or even a “cyber
9/11.”% These analogies are made even though these historical
incidents resulted in death and destruction of a sort not comparable
to attacks on digital networks. Others refer to “cyber bombs” even
though no one can be “bombed” with binary code.?!

Again, a rush to judgment often follows inflated threats. For
example, in November 2011, a cybersecurity blogger posted details of
an alleged Russian cyber-attack on a water utility in Springfield,

" Former Obama Administration Central Intelligence Agency chief Leon Panetta

told Congress in February 2011 that “the potential for the next Pearl Harbor
could very well be a cyber attack.” Richard Serrano, “U.S. Intelligence Officials
Concerned about Cyber Attack,” Los Angeles Times, February 11, 2011,
http://www.latimes.com/news/nationworld/nation/la-na-intel-hearing-
20110211,0,2209934.story.

Retired Lt. Gen. Harry Raduege, “Deterring Attackers in Cyberspace,” The Hill,
September 23, 2011, http://thehill.com/opinion/op-ed/183429-deterring-
attackers-in-cyberspace.

18

¥ Sen. Olympia Snowe (R-Maine) has argued that “if we fail to take swift action,

we, regrettably, risk a cyber Katrina.” David Kravets, “Vowing to Prevent ‘Cyber
Katrina,” Senators Propose Cyber Czar,” Wired Threat Level, April 1, 2009,
http://www.wired.com/threatlevel/2009/04/vowing-to-preve.

Kurt Nimmo, “Former CIA Official Predicts Cyber 9/11,” InfoWars.com, August 4,
2011, http://www.infowars.com/former-cia-official-predicts-cyber-911.

20

2 Rodney Brown, “Cyber Bombs: Data-Security Sector Hopes Adoption Won’t

Require a ‘Pearl Harbor’ Moment,” Mass High-Tech Innovation Report, October
26, 2011,
http://www.securityprivacyandthelaw.com/uploads/file/cyber%20bombs.pdf.
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Illinois, that resulted in the temporary failure of a water pump.22
Someone at the water utility passed details of the alleged Russian
intrusion to the Environmental Protection Agency and the
information ended up with the lllinois Statewide Terrorism and
Intelligence Center, which issued a report on a “Public Water District
Cyber Intrusion.”

The Washington Post quickly followed up with an article
headlined “Foreign Hackers Targeted U.S. Water Plant in Apparent
Malicious Cyber Attack, Expert Says” and claiming that, “The incident
was a major new development in cyber-security.”?*> Other headlines
likened the incident to a “Stuxnet strike” on U.S. soil, referring to the
cyber-attack on an Iranian nuclear facility.”* Media pundits,
cybersecurity activists, and congressional lawmakers all quickly
pounced on these reports as supposed proof of a serious threat. Rep.
Jim Langevin (D-RIl), founder of the Congressional Cybersecurity
Caucus and the sponsor of a bill that would expand regulation of
private utilities, claimed that, “The potential attack that took place in
Springfield, Illinois, should be a real wakeup call.”*®

Following a thorough investigation by the Department of
Homeland Security and the Federal Bureau of Investigation, however,
it turned out there was no Russian cyber-attack.’® In fact, a plant
contractor, who happened to have been travelling to Russia at the

2 Joe Weiss, “Water System Hack - The System Is Broken,” ControlGlobal.com,

November 17, 2011, http://community.controlglobal.com/content/water-

system-hack-system-broken.

2 Ellen Nakashima, “Foreign Hackers Targeted U.S. Water Plant in Apparent

Malicious Cyber Attack, Expert Says,” The Washington Post, November 18, 2011,
http://www.washingtonpost.com/blogs/checkpoint-washington/post/foreign-
hackers-broke-into-illinois-water-plant-control-system-industry-expert-
says/2011/11/18/gIQAgmTZYN_blog.html.

Mark Long, “Stuxnet Strike on U.S. Utility Signals Disturbing Trend,” November
21, 2011, Newsfactor.com, http://www.newsfactor.com/news/Stuxnet-Hit-on-
Utility-Signals-New-Era/story.xhtml?story_id=111003TTUKBI&full_skip=1.

Quoted in Jerry Brito, “Hackers Blow Up lllinois Water Utility ... ... or Not,”
Time Techland, November 28, 2011,
http://techland.time.com/2011/11/28/hackers-blow-up-illinois-water-utility-or-
not.

24

25

% Kim Zetter, “Confusion Center: Feds Now Say Hacker Didn’t Destroy Water

Pump,” Wired Threat Level, November 22, 2011,
http://www.wired.com/threatlevel/2011/11/scada-hack-report-wrong.

11
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time, had simply logged on remotely to check the plant’s systems.27
His company had helped to create software and systems used to
control the plant’s equipment. Moreover, the water pump failed for
an electrical-mechanical reason unrelated to the consultant logging
on from afar and no serious disruption to service had occurred.”®

2. Online Safety Threat Inflation

Threat inflation is also frequently on display in debates over
online child safety.”® Long before the rise of the Internet, threat
inflation was a feature of debates about violent or sexual media
content in the analog era.*® Even recently, the titles of major books
have decried the “home invasion” of “cultural terrorism”>! and
pleaded with media creators to “stop teaching our kids to kill.”*?

Again, no matter how distasteful any particular type of media
content may be, no one’s home is physically invaded, no violent
terrorist acts are committed, and no one is killed as a result of the
depiction of violence in the media.

These rhetorical tactics have been adapted and extended as the
Internet and digital technology have become ubiquitous. For
example, as the Internet expanded quickly in the mid-1990s, a
technopanic over online pornography developed just as quickly.*?

7 Ellen Nakashima, “Water-Pump Failure in Illinois Wasn’t Cyberattack After All,”

The Washington Post, November 25, 2011,
http://www.washingtonpost.com/world/national-security/water-pump-failure-
in-illinois-wasnt-cyberattack-after-all/2011/11/25/gIQACgTewN_story.html.

Kim Zetter, “Exclusive: Comedy of Errors Led to False ‘Water-Pump Hack’
Report,” Wired Threat Level, November 30, 2011,
http://www.wired.com/threatlevel/2011/11/water-pump-hack-mystery-solved.

28

® Adam Thierer, “Social Networking Websites & Child Protection: Toward a

Rational Dialogue,” Progress Snapshot 2.17 (Washington, D.C.: Progress &
Freedom Foundation, June 2006), http://www.pff.org/issues-
pubs/ps/2006/ps_2.17_socialnet.pdf.

The most extensive survey can be found in Marjorie Heins, Not in Front of the
Children.

Rebecca Hagelin, Home Invasion: Protecting Your Family in a Culture That’s
Gone Stark Raving Mad (Nashville, TN: Nelson Current, 2005).

Dave Grossman and Gloria DeGaetano, Stop Teaching Our Kids to Kill: A Call to
Action against TV, Movie & Video Game Violence (New York: Crown Publishers,
1999).

Robert Corn-Revere, “New Age Comstockery,” 4 CommLaw Conspectus 173,
(Summer 1996).

30

31

32
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Unfortunately, the inflated rhetoric surrounding “the Great
Cyberporn Panic of 1995”3* turned out to be based on a single study
with numerous methodological flaws.

A now-famous July 1995 Time magazine cover story depicted a
child with a horrified look on his face apparently looking at
pornography on a computer screen, and the article spoke in panicked
tones about “smut from cyberspace.”* The Time story relied largely
on a Georgetown Law Journal study conducted by Carnegie Mellon
University researcher Martin Rimm. Rimm’s study reported that
83.5% of online images were pornographic. Congress soon passed the
Communications Decency Act (CDA), which sought to ban indecent or
obscene online content. The Rimm study generated widespread
attention and was instrumental in the legislative debate leading up to
passage of the law.

The study was ravaged by other researchers, however, and
revealed to be mostly a publicity stunt by Rimm, who had a “history
of involvement in media stunts and wild self-promotions.”*
“Unfortunately for all parties involved,” noted Alice Marwick,
“Rimm’s results were found to be a combination of shoddy social
science methodology, questionable research ethics, and wishful
extrapolation.”®” “Within weeks after its publication, the Rimm study
had been thoroughly discredited,” wrote Jonathan Wallace and Mark
Mangan, “but the damage had already been done” since lawmakers
“had waved the Time article around Congress” and “quoted Rimm’s
phony statistics.”>®

Similarly, a decade later, as social networking sites began growing
in popularity in 2005-6, several state attorneys general and
lawmakers began claiming that sites like MySpace.com and Facebook
represented a “predators’ playground,” implying that youth could be
groomed for abuse or abduction by visiting those sites. > Regulatory

* Mike Godwin, Cyber Rights: Defending Free Speech in the Digital Age

(Cambridge, MA: MIT Press, 2003), 259, 259-318.
Philip ElImer-DeWitt, “Cyberporn,” Time, July 3, 1995.

Jonathan Wallace and Mark Mangan, Sex, Laws, and Cyberspace (New York:
Henry Holt and Company, Inc., 1996), 127.

35

36

¥ Marwick, “The MySpace Moral Panic.”

*® Wallace and Mangan, Sex, Laws, and Cyberspace, 151.

39 Emily Steel and Julia Angwin, “MySpace Receives More Pressure to Limit

Children’s Access to Site,” Wall Street Journal, June 23, 2006,

13
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efforts were pursued to remedy this supposed threat, including a
proposed federal ban on access to social networking sites in schools
and libraries as well as mandatory online age verification, which was
endorsed by many state attorneys general. These measures would
have impacted a wide swath of online sites and services that had
interactive functionality.4°

Unsurprisingly, the bill proposing a federal ban on social networks
in schools and libraries was titled The Deleting Online Predators Act.™
In 2006, the measure received 410 votes in the U.S. House of
Representatives before finally dying in the Senate. It was introduced
in the following session of Congress, but did not see another floor
vote and was never implemented. During this same period, many
states, including Georgia,* Illinois,”* and North Carolina, floated bills
that also sought to restrict underage access to social networking
sites.** None passed, however.

Thus, the fear appeal in this particular case was:

e Fearful Situational Premise: Predators are out to get your kids,
and they are lurking everywhere online.

e Conditional Premise: If you allow kids to use social networking
sites, predators could get to your kids and abuse them.

e Conclusion: You should not allow your kids on social
networking sites (and perhaps policymakers should consider
restricting access to those sites by children).

Again, this represented a logical fallacy, especially because the
premise was based on a myth. Despite the heightened sense of fear
aroused by policymakers over this issue, it turned out that there was

http://online.wsj.com/public/article/SB115102268445288250-
YRxktOrTsyyf1QiQf2EPBYSf7iU_20070624.htmlI?mod=tff_main_tff_top.

Adam Thierer, “Would Your Favorite Website Be Banned by DOPA? Technology
Liberation Front, March 10, 2007, http://techliberation.com/2007/03/10/would-
your-favorite-website-be-banned-by-dopa.

H.R. 5319, “The Deleting Online Predators Act,” 109" Cong., (2006). See also
Adam Thierer, “The Middleman Isn’t the Problem,” Philly.com, May 31, 2006,
http://articles.philly.com/2006-05-31/news/25400396_1_web-sites-social-
networking-block-access.

S.B. 59, 149" Gen. Assem., Reg. Sess. (GA, 2007).

S.B. 1682, 95" Gen. Assem. (1. 2007).

S.B. 132, 2007 Gen. Assem., Reg. Sess. (N.C. 2007).
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almost nothing to the predator panic. It was based almost entirely on
threat inflation. “As with other moral panics, the one concerning
MySpace had more to do with perception than reality,” concluded
social media researcher danah boyd.45 “As researchers began
investigating the risks that teens faced in social network sites, it
became clear that the myths and realities of risk were completely
disconnected.”*®

Generally speaking, the fear about strangers abducting children
online was always greatly overstated since it was obviously
impossible for them to “snatch” them at a distance. Abduction after
Internet contact requires long-term, and usually long-distance,
grooming and then meticulous planning about how to commit the
crime. This is not to say there were no cases of abduction that
involved Internet grooming, but such cases were exceedingly rare and
did not represent the epidemic that some suggested.

A 2002 study conducted for the Department of Justice’s Office of
Juvenile Justice and Delinquency Prevention found that abductions by
strangers “represent an extremely small portion of all missing
children [cases].”®’ Although the survey is a decade old and suffers
from some data and methodological deficiencies, it remains the most
comprehensive survey of missing and abducted children in the United
States. The study reported that the vast majority of kidnapping
victims were abducted by family, friends of the family, or people who
had a close relationships with (or the trust of) the minors. Only 115 of
the estimated 260,000 abductions—or less than a tenth of a
percent—fit the stereotypical abduction scenario that parents most
fear: complete strangers snatching children and transporting them
miles away.48 Lenore Skenazy, author of Free-Range Kids: Giving Our

* danah michele boyd, “Taken Out of Context, American Teen Sociality in

Networked Publics” (doctoral dissertation, University of California, Berkeley,
2008), 266, http://www.danah.org/papers/TakenOutOfContext.pdf.

46 .
Ibid.

* Andrea J. Sedlak, David Finkelhor, Heather Hammer, and Dana J. Schultz,

National Estimate of Missing Children: An Overview, National Incidence Studies
of Missing, Abducted, Runaway, and Thrownaway Children (Alexandria, VA:
National Center for Missing & Exploited Children, 2002), 7,

www.missingkids.com/en_US/documents/nismart2_overview.pdf.

*® A 2005 study of cases about missing children in Ohio revealed a similar trend. Of

the 11,074 documented missing child cases in 2005, only five involved
abduction by strangers compared with 146 abductions by family members. Ohio
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Children the Freedom We Had Without Going Nuts with Worry, puts
things in perspective: “the chances of any one American child being
kidnapped and killed by a stranger are almost infinitesimally small:
.00007 percent.”*® A May 2010 report by the Department of Justice
confirmed that “family abduction [remains] the most prevalent form
of child abduction in the United States.”” This is not to trivialize the
seriousness of abduction by family members or known acquaintances
since it can be equally traumatic for the child and his family, but
these facts make it clear that the panic over strangers using social
networks to groom and abduct children was based on a faulty
premise.

As with all other technopanics, the “predator panic” eventually
ran its course, although some of these fears remain in the public
consciousness, driven by some of the factors outlined in Section IIl.
Section IV also offers some possible explanations for why certain
panics die out over time.

3. Online Privacy Threat Inflation

Privacy is a highly subjective51 and ever-changing condition.”?

Missing Children Clearinghouse, 2005 Annual Report, 4,

www.ag.state.oh.us/victim/pubs/2005ann_rept_mcc.pdf.

* Lenore Skenazy, Free-Range Kids: Giving Our Children the Freedom We Had

Without Going Nuts with Worry (San Francisco, CA: Jossey-Bass, 2009), 16.

The Crime of Family Abduction: A Child's and Parent's Perspective (Washington,
D.C.: U.S. Department of Justice, Office of Justice Programs, May 2010),
https://www.ncjrs.gov/pdffilesl/ojjdp/229933.pdf.

“Properly defined, privacy is the subjective condition people experience when
they have power to control information about themselves.” Jim Harper,
“Understanding Privacy—and the Real Threats to It,” Policy Analysis 520
(Washington, D.C.: Cato Institute, August 4, 2004),
www.cato.org/pub_display.php?pub_id=1652. “When it comes to privacy, there
are many inductive rules, but very few universally accepted axioms.” David Brin,
The Transparent Society (New York: Basic Books, 1998), 77. “On the social Web,
privacy is a global and entirely subjective quality—we each perceive different
threats to it.” Betsy Masiello, “Deconstructing the Privacy Experience,” IEEE
Security & Privacy, July/August 2009, 70. “Privacy is a matter of taste and
individual choice.” Michael Fertik, Comments of Reputation.com, Inc. to the U.S.
Department of Commerce, January 28, 2011, 13,
http://www.reputation.com/blog/2011/01/31/reputation-com-comments-
commerce-department-privacy-green-paper. “In most conversations, no one
knows what anyone else means by ‘privacy,’ or what information is included in
the terms ‘personally-identifiable information.”” Larry Downes, “A Market
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“Privacy, clearly, evokes an emotional, even visceral, response in
most people, making it difficult if not impossible to talk about
rationally,” notes Larry Downes, author of The Laws of Disruption.>

Unsurprisingly, therefore, privacy-related concerns about new
digital technologies and online services sometimes prompt extreme
rhetorical flourishes. For example, more tailored forms of online
advertising and the “tracking” technologies which make them
possible are coming under increasing scrutiny today.54 Some of these
concerns are legitimate since online data leakages and breaches can
result in serious economic harm to consumers. Other fears are
somewhat inflated, however, and can be attributed to a general
unfamiliarity with how online advertising works and the role personal
information and data collection play in the process.

Some critics decry the “creepiness” factor associated with online
data collection and targeted advertising.”> While no clear case of
harm has been established related to “creepiness,” many privacy
advocates who oppose virtually any form data collection have
elevated this concern to near technopanic levels and are now

17

Approach to Privacy Policy,” in The Next Digital Decade: Essays on the Future of
the Internet, ed. Berin Szoka and Adam Marcus (Washington, D.C.:
TechFreedom, 2011), 514,
http://nextdigitaldecade.com/ndd_book.pdf#tpage=510.

“The meaning of privacy has changed, and we do not have a good way of
describing it. It is not the right to be left alone, because not even the most
extreme measures will disconnect our digital selves from the rest of the world. It
is not the right to keep our private information to ourselves, because the billions
of atomic factoids don’t any more lend themselves into binary classification,
private or public.” Hal Abelson, Ken Ledeen, and Harry Lewis, Blown to Bits: Your
Life, Liberty, and Happiness After the Digital Explosion (Upper Saddle River, NJ:
Addison-Wesley, 2008), 68.

Larry Downes, The Laws of Disruption (New York: Basic Books, 2009), 69.
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>* See, generally, The Wall Street Journal’s ongoing “What They Know” series:

http://online.wsj.com/public/page/what-they-know-digital-privacy.html.

> Mike Isaac, “New Google ‘Transparency’ Feature Aims to Reduce Ad-Targeting

Creepiness,” Wired Gadget Lab, November 2, 2011,
http://www.wired.com/gadgetlab/2011/11/google-ad-transparency-target; and
Miranda Miller, “Google+ vs. Facebook: More Passive Aggression & Creepiness
in Tech Soap Opera,” Search Engine Watch, November 9, 2011,
http://searchenginewatch.com/article/2123660/Google-vs.-Facebook-More-
Passive-Aggression-Creepiness-in-Tech-Soap-Opera.
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demanding sweeping regulation of online business practices.56 The
American Civil Liberties Union has likened Facebook’s online tracking
to “stalking” even though stalking is generally understood to follow
from an intent to harm or harass.>’ Others predict even more dire
outcomes, employing the rhetoric of a “privacy disaster.”® Allusions
to George Orwell’s dystopian novel 1984 and “Big Brother” are quite
common.”® Variants include: “Corporate Big Brother,” “Big Brother
Inc.,”® and “Big Browser.”®

Comparisons are sometimes drawn to natural disasters or
environmental catastrophes, such as a “privacy Chernobyl.”®> “The
personal data collected by [online] firms is like toxic waste,” says
Christopher Soghoian, a fellow at the Open Society Institute, because
“eventually, there will be an accident that will be impossible to clean
up, leaving those whose data has spewed all over the Internet to bear
the full costs of the breach.”®® Of course, in reality, data flows are
nothing like Chernobyl or toxic waste since even the worst privacy

> Adam Thierer, “Techno-Panic Cycles (and How the Latest Privacy Scare Fits In),”

Technology Liberation Front, February 24, 2011,
http://techliberation.com/2011/02/24/techno-panic-cycles-and-how-the-latest-
privacy-scare-fits-in.
> Chris Conley, “The Social Network is Stalking You,” Blog of Rights, November 16,
2011, http://www.aclu.org/blog/technology-and-liberty/social-network-

stalking-you.

% Leslie Harris, “Preventing the Next Privacy Disaster,” Huffington Post, October

15, 2008, http://www.huffingtonpost.com/leslie-harris/preventing-the-next-
priva_b_134921.html.

“Hello, Big Brother: Digital Sensors Are Watching Us,” USA Today, January 26,
2011, http://www.usatoday.com/tech/news/2011-01-26-
digitalsensors26_CV_N.htm.

Scott Cleland and Ira Brodsky, Search & Destroy: Why You Can’t Trust Google
Inc. (St. Louis, MO: Telescope Books, 2011), 48.

Nate Anderson, “Congress, Wary of Amazon’s Silk Browser, Demands Answers
on Privacy,” Ars Technica, October 14, 2011, http://arstechnica.com/tech-
policy/news/2011/10/congress-wary-of-amazons-silk-browser-demands-
answers-on-privacy.ars.

Tim Black, “Are We Heading for ‘a Privacy Chernobyl’?” March 15, 2010,
http://www.spiked-online.com/index.php/site/article/8310.
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Privacy?” The Wall Street Journal, November 15, 2011,
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violations or data breaches pose no direct threat to life or health.
Again, this is not to minimize the seriousness of data leakages since
they can harm people both directly (through loss of income) or
indirectly (through loss of privacy or reputation). But those harms do
not approximate death or serious illness as the inflated rhetoric
implies.

Similar rhetorical flourishes were heard during the brief
technopanic over radio-frequency identification (RFID) technologies
in the early 2000s. In the extreme, Katherine Albrecht and Liz
Mclintyre’s books Spychips: How Major Corporations and Government
Plan to Track Your Every Purchase and Watch Your Every Move and
The Spychips Threat: Why Christians Should Resist RFID and Electronic
Surveillance likened RFID to the Biblical threat of the “Mark of the
Beast.”®* Legislation was introduced in several states, although none
passed.®” Fears about RFID were greatly exaggerated and the panic
largely passed by the late 2000s.°

However, similar fear reappeared in the recent debate over
wireless location-based services.®” In Spring 2011, Apple and Google
came under fire for retaining location data gleaned by iPhone and
Android-based smartphone devices.®® But these “tracking” concerns
were greatly overblown since almost all mobile devices must retain a
certain amount of locational information to ensure various services
work properly and this data was not being shared with others.”® Of

Quoted in Mark Baard, “RFID: Sign of the (End) Times?” Wired, June 6, 2006,

http://www.wired.com/science/discoveries/news/2006/06/70308.

Declan McCullagh, “Don’t Regulate RFID—Yet,” CNet News, April 30, 2004,
http://news.cnet.com/Don%27t%20regulate%20RFID--yet/2010-1039_3-
5327719.html.

Jerry Brito, “Relax Don't Do It: Why RFID Privacy Concerns are Exaggerated and
Legislation is Premature,” UCLA Journal of Law and Technology 5 (2004),
http://www.lawtechjournal.com/articles/2004/05 041220 brito.php.

Adam Thierer, “Apple, The iPhone And A Locational Privacy Techno-Panic,”
Forbes, May 1, 2011,
http://www.forbes.com/sites/adamthierer/2011/05/01/apple-the-iphone-and-
a-locational-privacy-techno-panic.
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Forbes, April, 26, 2011,
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19


http://www.lawtechjournal.com/articles/2004/05_041220_brito.php

20 Technopanics and A Tech Precautionary Principle [27-Feb-12

course, if they are sensitive about locational privacy, users can always
turn off locational tracking or encrypt and constantly delete their
data. Most users won’t want to go that far because it would cripple
those other useful features and applications.

4. Economic and Business-Related Threat Inflation

The threat inflation and technopanic episodes documented above
dealt mostly with social and cultural concerns. Economic and
business-related concerns also sometimes spawn panicky rhetorical
flourishes. This is most typically the case when large media or
information technology firms propose a merger.”” The panic in play
here is that the expanded reach of modern media platforms will be
used in a sinister way by various corporate actors.

For example, when the mega-merger between media giant Time
Warner and then Internet superstar AOL was announced in early
2000, the marriage was greeted with a variety of apocalyptic
predictions. Syndicated columnist Norman Solomon, a longtime
associate of the media watchdog group Fairness & Accuracy in
Reporting, referred to the transaction in terms of “servitude,”
“ministries of propaganda,” and “new totalitarianisms.””* Similarly,
University of Southern California Professor of Communications
Robert Scheer wondered if the merger represented “Big Brother” and
claimed, “AOL is the Levittown of the Internet” and “a Net nanny
reigning [sic] in potentially restless souls.””?

Such pessimistic predictions proved wildly overblown. To say that
the merger failed to create the sort of synergies (and profits) that
were anticipated would be an epic understatement.”? By April 2002,

http://www.forbes.com/sites/kashmirhill/2011/04/20/cool-or-creepy-your-

iphone-and-ipad-are-keeping-track-of-everywhere-you-go-and-you-can-see-it.
7 Adam Thierer, “A Brief History of Media Merger Hysteria: From AOL-Time
Warner to Comcast-NBC,” Progress on Point No. 16.25 (Washington, D.C.:
Progress & Freedom Foundation, December 2, 2009),

http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1517288.

" Norman Soloman, “AOL Time Warner: Calling The Faithful To Their Knees,”

January 2000, www.fair.org/media-beat/000113.html.
Robert Scheer, “Confessions of an E-Columnist,” Online Journalism Review,
January 14, 2000, www.ojr.org/ojr/workplace/1017966109.php.

Looking back at the deal almost ten years later, AOL cofounder Steve Case said,
“The synergy we hoped to have, the combination of two members of digital
media, didn't happen as we had planned.” Quoted in Thomas Heath, “The Rising
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just two years after the deal was struck, AOL-Time Warner had
already reported a staggering $54 billion loss.”* By January 2003,
losses had grown to $99 billion.” In September 2003, Time Warner
decided to drop AOL from its name altogether, and the deal
continued to unravel slowly from there.”® Looking back at the deal,
Fortune magazine senior editor-at-large Allan Sloan called it the
“turkey of the decade.””” Importantly, the divestitures and
downsizing efforts that followed the deal’s undoing garnered little
attention compared with the hysteria that accompanied the
announcement of the deal in 2000.”®

The business dealings of News Corp. Chairman and CEO Rupert
Murdoch have also prompted panicked rhetorical scorn at times. The
popular blog The Daily Kos once likened him to “a fascist Hitler
antichrist.””® CNN founder Ted Turner once compared the popularity
of the News Corp.’s Fox News Channel to the rise of Adolf Hitler prior
to World War 11.% As though he could cover both extremes of the
ideological spectrum, Murdoch has not only been compared to Hitler
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Titans of '98: Where Are They Now?” The Washington Post, November 30, 2009,
www.washingtonpost.com/wp-
dyn/content/article/2009/11/29/AR2009112902385.htmI?sub=AR.
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18, 2003, http://news.cnet.com/AOL-Time-Warner-drops-AOL-from-
name/2100-1025_3-5078688.html.
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Post, November 17, 2009, www.washingtonpost.com/wp-
dyn/content/article/2009/11/16/AR2009111603775.html.

“Break-ups and divestitures do not generally get front-page treatment,” notes
Ben Compaine, author of Who Owns the Media? See Ben Compaine,
“Domination Fantasies,” Reason 28 (January 2004),
www.reason.com/news/show/29001.html.
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but has been accused of being a Marxist.® Meanwhile, Karl Frisch, a
Senior Fellow at Media Matters for America, speaks of Murdoch’s
“evil empire.”®?

These fears came to a head in 2003 when News Corp. announced
it was pursuing a takeover of satellite television operator DirecTV.
Paranoid predictions of a potential media apocalypse followed.?* Jeff
Chester of Center for Digital Democracy predicted that Murdoch
would use this “Digital Death Star” “to force his programming on
cable companies” and a long parade of other horribles.?* Despite the
extreme rhetoric, the rebels would get the best of Darth Murdoch
since his “Digital Death Star” was abandoned just three years after
construction. In December 2006, News Corp. decided to divest the
company to Liberty Media Corporation.®®

As with the unwinding of the AOL-Time Warner deal, little
mention was made in the reporting of the divestiture of DirecTV of
the previous round of pessimistic predictions or whether there had

lan Douglas, “Rupert Murdoch is a Marxist,” Telegraph.Co.UK, November 9,
2009, http://blogs.telegraph.co.uk/technology/iandouglas/100004169/rupert-
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undoubtedly recast our entire media landscape.” He continued, “With this
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programming prices for consumers, harm competition in video programming
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voices.” Dissenting Statement of Commissioner Jonathan S. Adelstein, Re:
General Motors Corporation and Hughes Electronics Corporation, Transferors,
and The News Corporation Limited, Transferee, MB Docket No. 03-124, January
14, 2004, http://hraunfoss.fcc.gov/edocs_public/attachmatch/FCC-03-
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www.alternet.org/story/15949.
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ever been any merit to the lugubrious lamentations of the critics. The
moral of the story seems to be clear: Talk is cheap. Pessimistic critics
who use threat inflation to advance their causes are rarely held
accountable when their panicky predictions fail to come to pass.

Il. REASONS PESSIMISM DOMINATES DISCUSSIONS ABOUT THE INTERNET AND
INFORMATION TECHNOLOGY

There are many explanations for why we see and hear so much
fear and loathing in information technology policy debates today. At
the most basic level, there exist many psychological explanations for
why human beings are predisposed toward pessimism and are risk-
averse. For a variety of reasons, humans are poor judges of risks to
themselves or those close to them. Harvard University psychology
professor Steven Pinker, author of The Blank Slate: The Modern
Denial of Human Nature, notes that:

The mind is more comfortable in reckoning probabilities in
terms of the relative frequency of remembered or imagined
events. That can make recent and memorable events—a
plane crash, a shark attack, an anthrax infection—loom
larger in one’s worry list than more frequent and boring
events, such as the car crashes and ladder falls that get
printed beneath the fold on page B14. And it can lead risk
experts to speak one language and ordinary people to hear
another.®

Going beyond this root-cause explanation, this section considers
six specific factors that contribute to the rise of technopanics and
threat inflation in the information technology sector. Importantly,
however, each of these particular explanations builds on the previous
insight that the survival instinct combined with poor comparative risk
analysis skills lead many people to engage in, or buy into,
technopanics.

A. Generational Differences

Generational differences certainly account for a large part of the
pessimism at work in debates over the impact of technology on
culture and society. Parents and policymakers often suffer from what
Dr. David Finkelhor, Director of the University of New Hampshire’s

¥ Steven Pinker, The Blank Slate: The Modern Denial of Human Nature (New York:

Penguin Books, 2002), 232.
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Crimes Against Children Research Center (CCRC), calls “juvenoia,” or
““the exaggerated anxiety about the influence of social change on
children and youth."87 George Mason University economist Tyler
Cowen has noted

parents, who are entrusted with human lives of their own

making, bring their dearest feelings, years of time, and

many thousands of dollars to their childrearing efforts. They

will react with extreme vigor against forces that counteract

such an important part of their life program. The very same

individuals tend to adopt cultural optimism when they are

young, and cultural pessimism once they have children.

Parents often do not understand the new generation of

cultural products and therefore see little or no benefit in

their children’s interest in them. ®

Many historians, psychologists, sociologists, and other scholars

have documented this seemingly never-ending cycle. Parents and
policymakers sometimes fail to remember that they, too, were once
kids and managed to live with the media and popular culture about
which the same fears were expressed.® The late University of North
Carolina journalism professor Margaret A. Blanchard once remarked
that

parents and grandparents who lead the efforts to

cleanse today’s society seem to forget that they

survived alleged attacks on their morals by different

media when they were children. Each generation’s

adults either lose faith in the ability of their young

people to do the same or they become convinced that

the dangers facing the new generation are much more

substantial than the ones they faced as children.*
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“Throughout American history, adults have attributed undesirable changes in
youth behavior to some aspect of popular culture.” Bradford W. Wright, Comic
Book Nation: The Transformation of Youth Culture in America (Baltimore, MD:
The John Hopkins University Press, 2001), 87.
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Similarly, Thomas Hine, author of The Rise and Fall of the American
Teenager, argues that, “We seem to have moved, without skipping a
beat, from blaming our parents for the ills of society to blaming our
children. We want them to embody virtues we only rarely practice.
We want them to eschew habits we’ve never managed to break.”!

A 1950 Cartoon from Life Magazine

25

EVERY GENERATION HAS ITS DOUBTS ABOUT THE "YOUNGER GENERATION"

This reoccurring phenomenon was captured nicely by cartoonist
Bill Mauldin in a 1950 edition of Life magazine. His cartoon, which
featured an older gentleman looking suspiciously at a middle-aged
man who, in turn, stares in puzzlement at a young boy, included the
caption, “Every Generation Has Its Doubts about the Younger
Generation.” Mauldin, who was 28 at the time, penned an
accompanying essay defending his World War ll-era generation

http://scholarship.law.wm.edu/cgi/viewcontent.cgi?article=18978&context=wml
r.

% Quoted in Nancy Gibbs, “Being 13,” Time, August 8, 2005, 43.
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against attacks for “lacking some of the good old American gambling
spirit and enterprise.”®® Of course, this was the same generation of
youngsters that Tom Brokaw would eventually label “The Greatest
Generation”!”

A more measured, balanced approach seems prudent since
generational fears based on all-or-nothing extremes are rarely good
bases for policy. In particular, as discussed in Section V, fear
mongering and technopanics could have many unintended
consequences.” “Fear, in many cases, is leading to overreaction,
which in turn could give rise to greater problems as young people
take detours around the roadblocks we think we are erecting,” argue
Harvard University law professors John Palfrey and Urs Gasser,
authors of Born Digital: Understanding the First Generation of Digital
Natives.” What parents, guardians, and educators should understand,
they argue, “is that the traditional values and common sense that
have served them well in the past will be relevant in this new world,
t00.”® Thus, while it is certainly true, as Karen Sternheimer notes,
that “new technologies elicit fears of the unknown, particularly
because they have enabled children’s consumption of popular culture
to move beyond adult control,”®’ it doesn’t follow that prohibition or
anticipatory regulation is the best response. Section VII will consider
alternative approaches.

B. Hyper-Nostalgia, Pessimistic Bias, and Soft Ludditism

Many of the generational differences discussed above are driven
by hyper-nostalgia. Excessive nostalgia can help explain skepticism
about many forms of technological change. It can even result in calls
for restrictions on technology.
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http://books.google.com/books?id=TUAEAAAAMBAJ&pg=PA96.
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In a 1777 essay, the Scottish philosopher and economist David
Hume observed that, “The humour of blaming the present, and
admiring the past, is strongly rooted in human nature, and has an
influence even on persons endued with the profoundest judgment
and extensive learning.”*® Michael Shermer, author of The Believing
Brain, refers to “the tendency to remember past events as being
more positive than they actually were” as the “rosy retrospection
bias.”*?

What is ironic about such nostalgia is that it is rooted in
something typically unknown by the proponent. The poet Susan
Stewart argues that nostalgia represents “a sadness without an
object, a sadness which creates a longing that of necessity is
inauthentic because it does not take part in lived experience. Rather,
it remains behind and before that experience.”*® Too often, Stewart
observes, “nostalgia wears a distinctly utopian face” and thus
becomes a “social disease.”*™

While referring to nostalgia as a “disease” is a bit hyperbolic, it is
clear that a great deal of nostalgia haunts debates about
technological change—especially with reference to the impact of
change on children. “The idea that childhood in the past was
comprised of carefree days without worry is a conveniently
reconstructed version of history,” observes Sternheimer. “This
fantasy allows adults to feel nostalgia for a lost idealized past that
never was.” %2

The psychological explanation for this is relatively
straightforward: people are always more comfortable with what they
know relative to that with which they are unfamiliar. Consequently,

% David Hume, “Of the Populousness of Ancient Nations,” in David Hume, Essays

Moral, Political, Literary (Indianapolis: Liberty Fund 1987, 1777).
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the natural instinct of many when presented with new technological
developments or forms of media and culture, especially when they
are older and more set in their ways, is initially to shun them or at
least to be somewhat suspicious of them.

Many critics fear how technological evolution challenges the old
order, traditional values, settled norms, traditional business models,
and existing institutions—even as the standard of living generally
improves with each passing generation.103 Stated differently, by its
nature, technology disrupts settled matters. “The shock of the new
often brings out critics eager to warn us away,” notes Dennis
Baron.'™ Occasionally, this marriage of distaste for the new and a
longing for the past (often referred to as a “simpler time” or “the
good old days”) yields the sort of a moral panics or technopanics
discussed above. In particular, cultural critics and advocacy groups
benefit from the use of nostalgia by playing into, or whipping up,
fears that we’ve lost a better time and then suggesting steps can and
should be taken to help us return to that time.

Again, this tendency is particularly powerful as it relates to
children and their upbringing. “Fear that popular culture has a
negative impact on youth is nothing new: it is a recurring theme in
history,” observes Sternheimer. “Like our predecessors we are afraid
of change, of popular culture we don’t like or understand, and of a
shifting world that at times feels out of control.”'% In this way,
generational fears and hyper-nostalgia are closely linked. “There has
probably never been a generation since the Paleolithic that did not
deplore the fecklessness of the next and worship a golden memory of
the past,” notes British journalist Matt Ridley.106

Economic policy debates are also riddled with hyper-nostalgia.
Bryan Caplan, a George Mason University economist and the author
of Myth of the Rational Voter, has documented the existence of a

1% Adam Thierer, “10 Things Our Kids Will Never Worry About Thanks to the

Information Revolution,” Forbes, December 18, 2011,
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general “pessimistic bias” among many voters, or “a tendency to
overestimate the severity of economic problems and underestimate
the (recent) past, present, and future of the economy.”'” Much of
this is rooted in nostalgia about a supposed golden age of a particular
industry or an affinity for certain of types of technology or business
models and methods.

C. Bad News Sells: The Role of the Media, Advocates, and the Listener

“The most obvious reason that doomsday fears get
disproportionate public attention is that bad news is newsworthy,
and frightening forecasts cause people to sit up and take notice,”
Julian Simon astutely observed in 1996.'% That is equally true
today.109 Many media outlets and sensationalist authors sometimes
use fear-based rhetorical devices to gain influence or sell books.
“Opportunists will take advantage of this fear for personal and
institutional gain,” notes University of Colorado Law School professor
Paul Ohm.™°

Fear mongering and prophecies of doom have always been with
us, since they represent easy ways to attract attention and get heard.
“Pessimism has always been big box office,” notes Ridley.'! This is
even more true in the midst of the modern information age
cacophony. Breaking through all the noise is hard when competition
for our eyes and ears is so intense. It should not be surprising,
therefore, that sensationalism and alarmism are used as media
differentiation tactics. This is particularly true as it relates to kids and
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online safety.’** “Unbalanced headlines and confusion have

contributed to the climate of anxiety that surrounds public discourse
on children’s use of new technology,” argues Professor Sonia
Livingstone of the London School Economics. “Panic and fear often
drown out evidence.”'*?

Sadly, most of us are eager listeners and lap up bad news, even
when it is overhyped, exaggerated, or misreported. Shermer notes
that psychologists have identified this phenomenon as “negativity
bias,” or “the tendency to pay closer attention and give more weight
to negative events, beliefs, and information than to positive.”***
Negativity bias, which is closely related to the phenomenon of
“pessimistic bias” discussed above, is frequently on display in debates
over online child safety, digital privacy, and cybersecurity.

D. The Role of Special Interests and Industry Infighting

Plenty of groups and institutions benefit from peddling bad news.
Many advocacy groups have heartfelt concern about the impact of
specific types of technological change. All too often, however, they
exaggerate fears and agitate for action because they benefit from it
either directly from getting more resources from government, the
public, and other benefactors or indirectly from the glow of publicity
that their alarmism generates. Sternheimer notes that

activist groups and nonprofit organizations work to raise
awareness and funds for their cause. In the process they
may exaggerate the extent of the problem or encourage the
public to believe that the problem is growing . . . While no
one disputes the good intentions most of these
organizations have, the organizations also have a vested

12 «ona very basic level, the news media also benefit by telling us emotional
stories about the trouble that kids may find themselves in . .. Bad news about
kids encapsulates our fears for the future, gives them a face and a presence, and
seems to suggest a solution.” Karen Sternheimer, Kids These Days: Facts and
Fictions about Today’s Youth (Lanham, MD: Rowman & Littlefield Publishers,
Inc., 2006), 152.
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interest in making specific problems seem as scary as
possible.®

In their work on moral panic theory, Goode and Ben-Yehuda
discuss the importance of “moral entrepreneurs,” who are “crusaders
who believe that some members of the society are willfully engaged
in immoral and therefore damaging behavior and are not being
sufficiently punished for it. Something must be done, they believe, to
discourage or eliminate such behavior.”**® Thus, some institutions
structure their operations to perpetuate fears about behaviors or
content they believe is immoral, unhealthy, or unsafe. Once such an
institutional arrangement is given life, it tends to be self-perpetuating
and constantly seeks out new threats—possibly even inflating them
in the process—in order to ensure they continue to have a raison
d’étre.’”

For example, the National Center for Missing & Exploited Children
(NCMEC) is a nonprofit entity established by Congress in 1984 that
works to prevent the sexual abuse of children.™*® NCMEC’s mission is
important, and it has provided a vital public service by helping to
prevent child abuse and solve missing children cases. Unfortunately,
however, the organization also has a built-in incentive to inflate
certain perceived threats since their revenue from both private and
especially public sources grows as the threats they identify
increase.* Research by The Wall Street Journal statistics columnist

13 yaren Sternheimer, Kids These Days, 151-2.

Goode and Ben-Yehuda, Moral Panics, 80.

w Security expert Bruce Schneier has noted that in the case of police and other
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203.
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Carl Bialik has documented how NCMEC misused or misreported
certain data, including repeatedly asserting that Internet child porn
trade was a business worth $20 billion annually even though it could
muster no evidence to support the claim.*® Bialik also showed how
NCMEC was inflating data about how many children had been
sexually solicited online.**!

Corporate actors also sometimes benefit from excessive fear
mongering. The economist Bruce Yandle coined the phrase “Baptists
and bootleggers” to explain the phenomenon of interests with
diverging views banding together to advance a regulatory cause,
often by using fear tactics.®”> In the context of social regulation,
companies occasionally employ fear tactics to increase their visibility
and potentially to sell goods and services that will supposedly
eradicate the supposed threat to society they have identified. For
example, many companies produce tools that help people protect
their privacy and security as well as their children’s online safety.
Most of them deserve praise for those innovations. Unfortunately, a
handful of these vendors occasionally overhype various online
concerns and then also overplay the benefits of their particular tool
as a silver-bullet solution to those supposed pathologies. Again, bad
news sells and, in this case, it sells products and services to fearful
citizens.

For example, when the “stranger danger” and “predator panic”
over social networking sites first erupted, some vendors of age-
verification technologies attempted to exacerbate such fears in an
attempt to get various lawmakers to mandate the use of their
verification technologies,123 even as doubts were being raised about

Soghoian, “Editorial: It’s Time for a Child Porn Czar,” CNet, December 9, 2008,
http://news.cnet.com/8301-13739_3-10118923-46.html.

Carl Bialik, “Measuring the Child-Porn Trade,” Wall Street Journal, April 18,
2006, http://online.wsj.com/article/SB114485422875624000.html.

Carl Bialik, “Online Warnings Mean Well, But the Numbers Don’t Add Up,” Wall
Street Journal, January 21, 2005,
http://online.wsj.com/public/article/SB110617073758830511-
2aljGHdzDxeGmQglegoKJ9IXwig_20071216.html.

Bruce Yandle, “Bootleggers and Baptists — The Education of a Regulatory
Economist,” Regulation 3, no. 3 ( 1983), 12-6.

Chris Soghoian, “State Attorneys General Push Online Child Safety Snake Qil,”
CNet News.com, September 24, 2008, http://news.cnet.com/8301-13739_3-
10048583-46.html.

120

121

122

123



27-Feb-12]  Technopanics & A Tech Precautionary Principle

their effectiveness.'®* These entities clearly stood to benefit from any
law or regulation that encouraged or mandated the use of age
verification technologies.

Other special interests fire up fears and use threat inflation in an
attempt to obtain government contracts. This is clearly at work in
debates over both cybersecurity and child safety. Brito and Watkins
argue that “a cyber-industrial complex is emerging, much like the
military-industrial complex of the Cold War.”** Similarly, Susan
Crawford, a former White House senior advisor on technology policy
matters, has noted the emergence of “cyberwar hysteria aids
consultants” who “would certainly create work” for many
organizations surrounding the D.C. Beltway.'?® As Stefan Savage, a
Professor in the Department of Computer Science and Engineering at
the University of California, San Diego, told The Economist magazine,
the cybersecurity industry sometimes plays “fast and loose” with the
numbers because it has an interest in “telling people that the sky is
falling.”*?’

Similarly, in online safety debates, many organization petition
federal, state, and local lawmakers for grants to fund tools or
educational curricula they have developed to address these fears.'?®

This sort of corporate fear mongering creates an imbalance of
pessimistic perspectives in public policy debates. In essence, a
perverse incentive exists for organizations and corporations to tell
“bad news stories” to policymakers and the public without reference
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to the potential long-term gains or without the broader benefits of
technological change ever being taken into account. The late Julian
Simon, who was a Senior Fellow at the Cato Institute, noted how this
phenomenon was also at work in the context of environmental
resource discussions, writing, “there are often special-interest groups
that alert us to impending shortages of particular resources such as
timber or clean air. But no one has the same stake in trying to
convince us that the long-run prospects for a resource are better than
we think.”*??

Fear-based tactics are also occasionally employed in economic
policy debates. When it suits their interests, corporations and
advocacy groups will play up the potential dangers of other sectors or
technologies if for no other reason than to divert attention from
themselves. Better yet, from their perspective, is the potential for
their competitors to be burdened with regulation that might
constrain their efforts to innovate, expand, and compete.*°
Unfortunately, when companies and other interests employ such
tactics, it merely raises the general level of anxiety about information
technology and the Internet more broadly.

For example, during the height of the “predator panic,” MySpace
was the leading social networking site and the company feeling most
of the heat from policymakers. Unsurprisingly, MySpace attempted to
shift some of that focus toward its emerging rival, Facebook, and
suggested policymakers take a closer look at its practices, implying
that the newer platform posed more risks for kids. Facebook
responded by simply pointing fingers back at MySpace. Generally
speaking, this simply raised the overall level of concern about social
networking sites and kids’ safety in general and resulted in more
political pressure on both companies and the entire social media
sector.

Another recent example of this same sort of finger pointing
involves Microsoft and Google. For years, Google and various other
Silicon Valley actors tag-teamed to encourage greater government
interest in Microsoft and its supposed market power in the operating
systems and web browser sectors. Google hammered Microsoft in

22 Julian Simon, The Ultimate Resource 2, 583.

Adam Thierer, “The Sad State of Cyber-Politics,” Cato Policy Report,
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countless legal and political proceedings here and abroad.™! But the
tables turned in recent years, and Microsoft is now the ringleader of
the rising political war against Google. Today, Microsoft is using
against Google the same antitrust playbook others once used against
it. Whether it is the legal battle over Google Books, Department of
Justice reviews of various Google acquisitions, or other policy fights
both here and in other countries, Microsoft now hounds Google at
every turn.*? The end result of these Microsoft-Google squabbles has
been elevated political and regulatory concern of all segments of the
market that these companies serve.

Of course, companies seeking to wield the power of government
to humble their competitors or gain competitive advantage is nothing
new. Long ago, Nobel Prize-winning economist Milton Friedman
warned of “the business community’s suicidal impulse,” or the
persistent propensity to persecute one’s competitors using regulation
or the threat thereof.’*® We have another term for it today: crony
capitalism. Again, the result is simply more fear and loathing about all
the players and sectors involved, as well as their technologies or
platforms.

E. Elitist Attitudes among Academics and Intellectuals

Academic skeptics and cultural critics often possess elitist
attitudes about the technologies, platforms, or new types of media
content that the masses or young adopt before they do. These elitist
views are often premised on the “juvenoia” and hyper-nostalgic
thinking described above.

This is not unique to the field of information technology, of
course. Paul Dragos Aligica of the Mercatus Center notes that in
battles over environmental and natural resource policy “many have a
sense of intellectual superiority. The better educated believe that
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they understand what is best for the less educated, in other words,
that they know how some others should live their lives.”** This
observation is even more pertinent when the debate shifts to the
impact of new technology on culture and learning, issues which are
frequently in play in various Internet policy debates.

In his 1995 book The Vision of the Anointed: Self-Congratulation
as a Basis for Social Policy, Thomas Sowell formulated a model of
ideological crusades to expand government power over our lives and
economy. “The great ideological crusades of the twentieth-century
intellectuals have ranged across the most disparate fields,” noted
Sowell.”*> What they all had in common, he argued, was “their moral
exaltation of the anointed above others, who are to have their
different views nullified and superseded by the views of the anointed,
imposed via the power of government.”’*® These government-
expanding crusades shared several key elements, which Sowell
identified as: (1) assertion of a great danger to the whole society, a
danger to which the masses of people are oblivious; (2) an urgent
need for government action to avert impending catastrophe; (3) a
need for government to drastically curtail the dangerous behavior of
the many, in response to the prescient conclusions of the few; and (4)
a disdainful dismissal of arguments to the contrary as uninformed,
irresponsible, or motivated by unworthy purposes.

This model is frequently on display with various efforts to reshape
the Internet economy or to curb the direction of online culture and
speech. Importantly, it is also in the best interest of academics and
pundits to propagate such fears and elitist attitudes in an attempt to
gain more prominence within their academic circles, in public policy
debates, and among press contacts. “Research almost always has
ideological foundations,” Sternheimer writes, “If not that of the
researchers themselves, who want to demonstrate that funding their
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work is important, then that of the groups that fund the research.”**’

The role researchers play in exacerbating technopanics is discussed
further in the Section IV.

F. The Role of “Third-Person-Effect Hypothesis”

A phenomenon that psychologists refer to as the “third-person
effect hypothesis” can help explain many technopanics and resulting
calls for government intervention, especially as they relate to media
policy and free speech issues.”®® Simply stated, many critics
sometimes seem to see and hear in media or communications only
what they want to see and hear—or what they don’t want to see or
hear. When such critics encounter perspectives or preferences that
are at odds with their own, they are more likely to be concerned
about the impact of those things on others throughout society. They
come to believe that government must “do something” to correct
those perspectives. Many people desire control of culture or
technology because they think it will be good for others, not
necessarily for themselves. The control they desire often has a very
specific purpose in mind: “re-tilting” cultural or market behavior or
outcomes in their desired direction.

Several of the factors identified above validate a theory know as
the “third-person effect hypothesis.” The third-person effect
hypothesis was first formulated by Columbia Journalism School
professor W. Phillips Davison in a seminal 1983 article:

In its broadest formulation, this hypothesis predicts that
people will tend to overestimate the influence that mass
communications have on the attitudes and behavior of
others. More specifically, individuals who are members of

an audience that is exposed to a persuasive communication
(whether or not this communication is intended to be

17 Sternheimer, Kids These Days, 152. She continues, “science is an attempt to get

closer to understanding our world, but it is often based on preconceptions
about the way the world works.”
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persuasive) will expect the communication to have a
greater effect on others than on themselves."

Davison used this hypothesis to explain how media critics on both
the left and right seemed simultaneously to find “bias” in the same
content or reports. In reality, their own personal preferences were
biasing their ability to evaluate that content fairly. Davison’s article
prompted further research by many other psychologists, social
scientists, and public opinion experts to test just how powerful this
phenomenon was in explaining calls for censorship and other social
phenomena.’®® In these studies, the third-person effect has been
shown to be the primary explanation for why many people fear—or
even want to ban—various types of speech or expression, including
news,™' misogynistic rap lyrics,'** television violence,**® video
games,144 and pornography.145 In each case, the subjects surveyed
expressed strong misgivings about allowing others to see or hear too
much of the speech or expression in question, while they greatly
discounted the impact of that speech on themselves. Such studies
thus reveal the strong paternalistic instinct behind proposals to
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regulate speech. As Davison notes:

Insofar as faith and morals are concerned . . . it is difficult to
find a censor who will admit to having been adversely
affected by the information whose dissemination is to be
prohibited. Even the censor’s friends are usually safe from
the pollution. It is the general public that must be
protected. Or else, it is youthful members of the general
public, or those with impressionable minds.™*

It is easy to see how this same phenomenon is at work in various
Internet policy debates. Regulatory advocates imagine their
preferences are “correct” (i.e., right for everyone) and that the
masses are being duped by external forces beyond their control or
comprehension, even though the advocates themselves are immune
from the brainwashing because they are privy to some higher truth
that the hoi polloi simply cannot fathom. To some extent, this is
Sowell’s “Vision of the Anointed” at work. In another sense, this
phenomenon reminds one of George Bernard Shaw’s famous quip:
“Critics, like other people, see what they look for, not what is actually
before them.”**’

Iv. TYING IT ALL TOGETHER: FEAR CYCLES

Combining the notions and explanations outlined in the previous
sections, we can begin to think of how “fear cycles” work. Fear cycles
refer to the manner in which various individuals and organizations
work either wittingly or unwittingly in a mutually reinforcing fashion
to perpetuate technopanics.

To illustrate the various forces at work that drive panics in the
context of violent video games, Chris Ferguson developed what he

146 Davison, “The Third-Person Effect,”14. Along these lines, a December 2004
Washington Post article documented the process by which the Parents
Television Council, a vociferous censorship advocacy group, screens various
television programming. One of the PTC screeners interviewed for the story
talked about the societal dangers of various broadcast and cable programs she
rates, but then also noted how much she personally enjoys HBO’s “The
Sopranos” and “Sex and the City,” as well as ABC’s “Desperate Housewives.”
Apparently, in her opinion, what’s good for the goose is not good for the
gander! See Bob Thompson, “Fighting Indecency, One Bleep at a Time,” The
Washington Post, December 9, 2004, www.washingtonpost.com/wp-
dyn/articles/A49907-2004Dec8.html.

“w George Bernard Shaw, Three Plays for Puritans (1901), xxiv.
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referred to as the “Moral Panic Wheel.”**® The adjoining image,
developed by Ferguson, illustrates that there is no one entity or
factor responsible for moral panics or technopanics. Rather, it is the
combination of many forces and influences that ultimately bring
about such panics. Activist groups and agenda-driven researchers
obviously play a part. Ferguson notes that

as for social scientists, it has been observed that a small
group of researchers have been most vocal in promoting
the anti-game message, oftentimes ignoring research from
other researchers, or failing to disclose problems with their
own research. As some researchers have staked their
professional reputation on anti-game activism, it may be
difficult for these researchers to maintain scientific
objectivity regarding the subject of their study. Similarly, it
may be argued that granting agencies are more likely to
provide grant money when a potential problem is
identified, rather than for studying a topic with the
possibility that the outcome may reveal that there is
nothing to worry about.'*’

Ferguson points out that the media and politicians also play a key
role in agitating the public and fueling overhyped fears:

The media dutifully reports on the most negative results, as
these results ‘sell’ to an already anxious public. Politicians
seize upon the panic, eager to be seen as doing something
particular as it gives them an opportunity to appear to be
‘concerned for children’. Media violence, in particular, is an
odd social issue with the ability to appeal both to voters on
the far right, who typically are concerned for religious
reasons, and on the far left, who are typically motivated by
pacifism.™°

Ferguson reiterates that generation gaps are often a key feature
of moral panics: “the majority of individuals critical of video games
are above the age of 35 (many are elderly) and oftentimes admit to
not having directly experienced the games. Some commentators

18 Christopher J. Ferguson, “The School Shooting/Violent Video Game Link: Causal

Relationship or Moral Panic?” Journal of Investigative Psychology and Offender
Profiling, 5, nos. 1-2 (2008) 25-37,
http://onlinelibrary.wiley.com/doi/10.1002/jip.76/abstract.

Ibid., 30-1.

Ibid., 32-3.
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make claims betraying their unfamiliarity,” he says.™*

Existance of research promotes fear
Research supportve of fear accepted uncritically
Research cntical of fear is ignored

Fear Supportive
Research Reported in Media

Research Called for
and Produced in line
with Societal Expectations

Polticians Promote Fear
For Poltical Gain

Media Reports on Potential
Adverse Effects

Societal Belefs

University of Chicago legal scholar Cass Sunstein, who currently
serves as Administrator of the White House Office of Information and
Regulatory Affairs, has described “fear as wildfire” and explained how
“social cascades” contribute to the rapid spread of fear and panic.
Through social cascades, he argues, the “people who participate in
them are simultaneously amplifying the very social signal by which
they are being influenced” as “representative anecdotes and gripping
examples move rapidly from one person to another.”**? In this sense,
fear is contagious and mutually reinforcing. Hence, the resulting fear
cycle.

Aligica notes that Julian Simon developed a similar fear cycle
concept in his work debunking panics over environmental or
development issues:
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Ibid., 31.

Cass Sunstein, Laws of Fear: Beyond the Precautionary Principle (Cambridge:
Cambridge University Press, 2005), 94-5.
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Behind the apocalyptic public opinion beliefs . . . is more
rhetoric and psychology. In fact, once could identify a sui
generis process of circular reasoning in which bad news
feeds on itself. The cycle starts with experts or supposed
experts repeating the same basic pessimistic assertions.
Those assertions are echoed and repeated by mass media
that amplifies them exponentially. People start to adopt
those views. A new cycle starts but this time with the newly
gained “everyone knows” status. The media defense that it
is just a mere “messenger” does not stand critical
scrutiny.153

It may be the case that these fear cycles are now accelerating in
the technology policy arena but that the severity of each individual
panic is somewhat diminished as a result, because they peak and
fizzle out faster. Perhaps this is a natural outgrowth of the
technological explosion we have witnessed in recent years. Digital
innovation is unfolding at a breakneck pace; each new development
gives rise to a new set of concerns. Going forward, this could mean
we experience more “mini-panics” and fewer of the sort of sweeping,
“the-world-is-going-to-hell” panics we have seen in the past.154

Why do panics pass? Perhaps it is the case that the unique factors
that combine to create technopanics tend to dissipate more rapidly
over time precisely because technological changes continue to unfold
at such a rapid clip. Maybe there is something about human
psychology that “crowds out” one panic as new fears arise. Perhaps
the media and elites lose interest in the panic du jour and move on to
other issues. Finally, people may simply learn to accommodate
cultural and economic changes. Indeed, some of things that evoke
panic in one generation come to be worshiped (or at least respected)
in another. As The Economist magazine recently noted, “There is a
long tradition of dire warnings about new forms of media, from
translations of the Bible into vernacular languages to cinema and rock
music. But as time passes such novelties become uncontroversial,

153 Aligica, Prophecies of Doom, 20.

>4 Adam Thierer, “Technopanic Cycles (and How the Latest Privacy Scare Fits In),”

Technology Liberation Front, February 24, 2011,
http://techliberation.com/2011/02/24/technopanic-cycles-and-how-the-latest-
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and eventually some of them are elevated into art forms.”*>®

These topics and explanations are ripe for future study.

V. WHY TECHNOPANICS AND THREAT INFLATION ARE DANGEROUS

Should we care about technopanics, threat inflation, and fear
cycles? Won’t they just eventually blow over with the passing of
time? Unfortunately, some panics do not blow over so quickly, and,
even when they do pass rapidly, panics and threat inflation can have
troubling ramifications.

A. Foster Animosities and Suspicions among the Citizenry

First, it should go without saying that continuously elevated states
of fear or panic can lead to dangerous tensions throughout society.
For example, the recent “stranger danger” panic has led to
unfortunate suspicions about the presence of males near children.”®
Similarly, excessive panic over cybersecurity matters can lead to
paranoia about the potential danger of visiting certain digital
environments or using certain digital tools that are, generally
speaking, safe and beneficial to the masses.

B. Create Distrust of Many Institutions, Especially the Press

Second, technopanics and the use of threat inflation can also
result in a “boy who cried wolf” problem for advocacy groups, the
government, and the press. When panic becomes the norm, it
becomes more difficult for the public to take seriously those people
and institutions who perpetuate these panics. This is dangerous for
deliberative democracy because “when a threat is inflated, the
marketplace of ideas on which a democracy relies to make sound
judgments—in particular, the media and popular debate—can
become overwhelmed by fallacious information,” argue Brito and
Watkins.*>’

155 “No Killer App: The Moral Panic about Video Games is Subsiding,” The

Economist, December 10, 2011, http://www.economist.com/node/21541166.
Wendy McElroy, “Destroying Childhood to Save Children,” The Freeman,
December 6, 2011, http://www.thefreemanonline.org/headline/destroying-
childhood-to-save-children.
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C. Often Divert Attention from Actual, Far More Serious Risks

Third, if everything is viewed as a risk, then nothing is a risk. Fear-
based tactics and inflated threat scenarios can lead to situations
where individuals and society ignore quite serious risks because they
are overshadowed by unnecessary panics over nonproblems. “The
problem is that both individuals and societies may be fearful of
nonexistent dangers or trivial risks—and simultaneously neglect real
dangers,” writes Sunstein.™® This problem is discussed in more detail
in Section VI.

D. Lead to Calls for Information Control

Finally, technopanics, threat inflation, and fear cycles are
dangerous because they encourage policymakers to adopt far-
reaching controls on information flows and the information economy
more generally. In each of the case studies presented above,
increased regulation of communication platforms was the primary
solution proposed by elites, academics, regulatory advocates, special
interests, or policymakers. Such information control could stifle free
speech, limit the free flow of ideas, and retard social and economic
innovation.

The next section explores how we might be witnessing the rise of
a “precautionary principle” for some information technology policy
matters. The adoption of a precautionary principle would restrict
progress in this arena until technology creators or proponents can
demonstrate new tools are perfectly safe.

For these reasons, it is vital that public policy debates about
information technology not be driven by technopanics and threat
inflation. “To date, the fear mongers have had the upper hand,
shaping policy through sound bites and unfounded anecdotes,”
writes Ohm.*® Such claims must be countered with hard evidence
and dispassionate reasoning before they do serious damage to the
information economy and human welfare through the increasing
adoption of precautionary principle-based public policies in this
arena.

1% Cass Sunstein, Laws of Fear, 105.

% Ohm, “The Myth of the Superuser,” 1401.
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VI.  WHEN PANIC BECOMES PoLicy:
THE RISE OF AN INFO-TECH “PRECAUTIONARY PRINCIPLE”

What is likely to happen if fear-based tactics come to be taken
more seriously by policymakers? Stated differently, if public policies
are guided by such pessimistic predictions, what course of action
should we expect governments to pursue?

When it comes to technological progress, the pessimistic creed
often is: “better safe than sorry.” This response is generally known as
“the precautionary principle.” When applied in a public policy setting,
the precautionary principle holds that, since every technology and
technological advance could pose some theoretical danger or risk,
public policies should prevent people from using innovations until
their developers can prove that they won’t cause any harms. In other
words, the law should mandate “play it safe” as the default policy
toward technological progress. Journalist Ronald Bailey has
summarized this principle: “anything new is guilty until proven
innocent.”*®°

Although this principle is most often discussed in the field of
environment law,*! it is increasingly on display in Internet and
information technology policy debates. Indeed, the logical extension
of the technopanic mentality outlined above would be the
preemptive prohibition of many forms of technological